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Abstract 

Software effort estimation is highly crucial for successful delivery of the quality product 

within the budget limits. The accurate prior estimation of effort, to be consumed in the 

candidate project is essential for timely completion of the project. Machine learning is very 

effective in the field of predicting the effort for the software. Effort estimation is formulated as a 

learning problem, a prediction problem with features of dataset as inputs and the effort as 

target. This work reduces the dimensionality of dataset for effective prediction of software 

effort. For reducing the dimensions of feature-set, an evolutionary technique named Genetic 

Algorithm is deployed with performance of Artificial Neural Network as fitness criteria. 

Multilayer perceptron with back-propagation algorithm is trained simultaneously while Genetic 

algorithm selects the features. The reduced feature-set then deployed to predict the software 

effort using public dataset. A comparison is made between the performances of proposed 

predictor working with few selected features and a predictor built with all the features taken as 

inputs. It is found that the proposed model with reduced dimensionality of dataset using genetic 

algorithm is much better than predictor without any feature reduction technique. 

I. Introduction 

Accuracy in software effort estimation is highly desirable for effective 

software project management. Only 32% of software projects get successfully 

completed, as reported by a survey report [1]. It is solely due to the reason 

that effort required for the project is either overestimated or underestimated. 

Numerous methods have been proposed for estimating the efforts accurately 

like Expert judgement, Analogy based and COCOMO based parametric 
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models [2]. These methods were conventional and in the today’s changing 

environment, these are not so suitable for accurate estimation. During past 

three decades, machine learning techniques are finding remarkable 

applications in the field of SEE (Software Effort Estimation). Artificial 

Neural Network, Decision Tree, Support vector machine, Bayesian Network 

and nearest neighbor [3] are majorly used in literature for effective SEE. 

From the studies, it is clear that the accuracy of the predictor depends to a 

significant extent on the input features of the dataset which are fed as input 

to the predictor in the data-oriented ML based models. The dimensionality 

reduction is about selecting the relevant features only and leaving the rest of 

the not so effective features. A variety of filters and wrappers are used for 

feature selection [4]. Reducing the dimensionality contributes two-fold: one, 

the computational time is reduced. And, second, the performance of predictor 

can be improved after removing irrelevant features of the dataset [5]. 

In this work, we propose to use meta-heuristic technique based on 

Genetic Algorithms (GA) for selecting the features of the dataset. The 

established research questions for our work are- 

RQ1- Is GA suitable to reduce the dimensionality of data to improve the 

accuracy of the predictor? 

RQ2- Does the proposed model with reduced dimensionality perform 

better than the baseline model? 

To address the above questions, the present work has been carried out. 

The structure of the paper is as follows- 

Section I introduces the problem statement and brings a light on the 

current state – of – the – art. Section II describes the proposed model and the 

work flow of the research carried out in this paper. Section III explains the 

research methodology including the dataset, the techniques and evaluation 

criteria used. Section IV presents the experimental results and analysis. The 

entire work is concluded in section V with remarks on the future scope of the 

proposed work.  

II. Proposed Model 

This section presents the model proposed in order to effectively provide 

the accurate estimation of software effort by using ANN after selecting 
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relevant features with GA based feature selector shown in figure 1. The 

proposed model has two components basically: (1) The GA based feature 

selector which reduces the dimensionality of our dataset. (2) The ANN based 

predictor which predicts the effort by learning the non-linear relationship 

between the input features and target effort. This predictor serves as fitness 

evaluator till the most relevant feature subset is not selected by GA based 

filter selector. Also, it predicts the effort for the unforeseen project instances 

after learning from the training dataset with only features selected by the GA 

feature selector. After the coming up with the most appropriate features, the 

feature subset obtained is supplied to the ANN predictor for its training and 

testing phases using the dataset with reduced dimensionality. 

 
Figure 1. Model proposed for ANN based effort estimation with features 

selected using GA. 

In this work, the performance of this proposed model is compared with 

the performance of a baseline, the ANN predictor with all features as its 

inputs. The comparison of proposed model with baseline clarifies the 
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contribution of the proposed work. The detailed experimental set-up with 

research methodology is explained in the next section. 

III. Research Methodology 

The detailed description of the dataset used and the techniques deployed 

for the presented work is covered under this section. 

A. Dataset Used 

The Maxwell dataset, which is publicly available has been used in this 

work. The dataset [7] [8] has 62 project instances with 22 attributes as 

showcased in figure 2. As it is clear from the figure 2 the dataset has 23 

independent attributes and 4 dependent attributes. For this work we are 

considering only one output variable i.e. Effort. And, all 22 features are being 

considered for dimensionality reduction to obtain optimal feature subset 

using GA. 

B. Techniques Used 

In this work, Genetic Algorithms based technique [9] is used for feature 

selection to reduce dimensionality. The parameter settings are: population 

size = 22, number of generations = 10, selection method = Roulette wheel 

selection, cross-over function = two-point cross Random mutation is applied 

with the loss function computed from the ANN based predictor as fitness 

criteria. The population representation is show in figure 3. 
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Figure 2. Feature Description of Maxwell dataset with central measures. 

 

F1 F2 F3 ……  F21 F22 

0 if feature NOT selected. 

1 if feature is selected. 

Figure 3. Population representation for dimensionality reduction. 

One of the most popular ML technique is used for the prediction of effort 

namely Artificial Neural Network (ANN) [10]. The parameter setting for the 

predictor is summed up in Table I. 
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Table I. Parameter setting for ANN model. 

Parameter Value 

Size of Input Layer Variable 

Size of Hidden Layer 10 

Size of Hidden Layer 10 

Size of Output Layer 01 

Learning Algorithm ‘trainlm’ 

Transfer Function ‘tansig’ 

 

 
Figure 4. Fully interconnected ANN as predictor. 

The ANN predictor shown in Figure 4 is used for two purposes: (1) To 

provide fitness value with the variable number of features as inputs. (2) To 

predict the effort using the only reduced feature subset. 

C. Evaluation Criteria 

The performance is evaluated using MRE and MMRE metrics [11]. The 

MRE stands for Magnitude of Relative Error and can be computed for a 

specific project instance using equation (1). 

MRE = |Effort(actual)–Effort(predicted)| ÷ Effort(actual) (1) 
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In equation (1) the Effort(actual) is the effort provided in the dataset for 62 

project instances and Effort(predicted) is the effort predicted by the proposed 

model for that specific project instance. 

The MMRE denotes Mean Magnitude of Relative Error and is the 

averaged value of MRE over the entire dataset and can be computed using 

equation (2) as follows: 

MMRE = Σ MRE ÷ Num (2) 

In equation (2) the MRE over all the projects are summed up and Num 

represents the project count in the dataset which is 62 in this experimental 

dataset. 

The Evaluation criteria MRE is used to assess the performance of 

prediction model for a specific instance and the MMRE is calculated for the 

overall evaluation of the prediction power. 

IV. Experimental Results and Analysis 

This section discusses the experimental results obtained and the analysis 

made. The contribution of the proposed work is two-fold; (1) To reduce the 

dimensionality of dataset using GA algorithms; We obtained the feature 

subset with 10 features out of total 22 features. (2) To predict accurately the 

Effort of the projects by learning the non-linear relationship between the 

features and effort. The experiment shows that the predictor works well with 

the value of 0.48 for MMRE. 

The results clearly show that reduced dimensionality improves the 

accuracy of predictor. The performance of proposed model (GA + ANN with 10 

features) is compared with the performance of a baseline model (ANN with 

all 22 features) depicted in Table 2. The table has 62 entries, one for each 

project. The unit of performance measurement is taken MRE. The value for 

MRE is computed by feeding the values from the dataset and the predicted by 

the models in equation (1). The same process is repeated for both the models 

and comparison is made between their performances. 
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Table II. Performance of predictors (in MRE). 

Project # 

instance 

Effort by 

Proposed Model 

(in MRE) 

Effort by 

Baseline Model 

(in MRE) 

1 0.17 0.32 

2 0.10 1.08 

3 3.87 0.09 

4 0.00  0.03 

5 3.06 0.41 

6 0.61  0.23 

7 0.00 0.13 

8 0.24  0.72 

9 1.36  0.02 

10 0.02  0.28 

11 0.01  0.08 

12 0.09  0.32 

13 0.04  1.55 

14 0.00  0.01 

15 2.36  0.20 

16 0.03  0.47 

17 0.00  0.80 

18 0.21 0.01 

19 0.00  0.06 

20 0.33  0.11 

21 0.01  0.02 

22 0.01  0.09 
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23 0.01  0.10 

24 0.02  1.89 

25 0.01  0.01 

26 0.61  0.85 

27 0.03  0.12 

28 0.00  0.40 

29 0.04  0.32 

30 0.03  1.01 

31 0.73  0.05 

32 0.04  0.25 

33 0.02  2.74 

34 0.02  0.52 

35 0.32  0.08 

36 0.01  0.35 

37 0.02  0.13 

38 0.00  0.08 

39 0.01  0.00 

40 0.00  2.15 

41 0.00  0.40 

42 1.99  0.25 

43 0.05  0.38 

44 1.81  0.22 

45 0.03  0.15 

46 0.01  0.16 

47 0.00  3.01 
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48 0.00  0.85 

49 2.72  0.17 

50 2.99  0.03 

51 0.01  5.95 

52 0.00  1.18 

53 0.05 0.07 

54 0.02  0.03 

55 0.01  1.18 

56 4.87  0.69 

57 0.17  0.92 

58 0.78  0.11 

59 0.03  0.75 

60 0.01  4.69 

61 0.00  0.01 

62 0.00  0.02 

The values obtained from both the models are plotted in a comparison 

graph to clearly analyze the difference between them as shown in Figure 5. In 

the plotted graph, the data values for proposed model (GA + ANN with 10 

selected attributes) are shown with blue solid squares and resulted in a line 

graph represented with a blue line connecting the observations. Similarly, the 

pink solid squares represent the data points for MRE for baseline model 

(ANN with all 22 attributes). The connecting line shown with pink colour 

represents the overall performance of baseline model. It is evident from the 

plotted graph that the performance of proposed model is better from the 

baseline model. 

Further, the proposed model is more accurate than the baseline model 

with the MMRE of 0.48 whereas the baseline model predicts with MMRE of 

0.63. 
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Figure 5. Comparison of Proposed model with Baseline Model (in terms of 

MRE). 

The statistical validation is carried out of the results obtained using 

Wilcoxon Signed Rank Test [12] at 5% significance level. We assumed H0: 

there is no statistical difference between the performance of these two models 

(Proposed model and Baseline Model) and H1: There is statistically difference 

in the performances of these two models at significance level of 5%. The 

result of statistical test confirms that there is statistically significant 

difference between the performances of these two models with p of 0.02 

rejecting the null hypothesis. 

V. Conclusion 

In this work, we investigated the Genetic algorithms based technique to 

reduce the dimensionality of the dataset which is to be supplied to a ANN 
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based Software Effort Estimation Model. The results show that the feature 

selection improves the accuracy of the prediction model. A comparison is also 

made between the performance of the proposed model (ANN + GA) with 

reduced dimensionality and the performance of a baseline model (ANN) 

without any feature selection. The comparative analysis confirms that feature 

reduction improves the prediction accuracy and Genetic Algorithms are 

suitable for dimensionality reduction. With the help of statistical test named 

Wilcoxon rank sign test, validation of the experiment is also done. In future, 

we propose to extend the work using other meta heuristic techniques for 

reducing the dimensionality. The experiment can also be replicated with 

some other project dataset. 
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