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Abstract 

This study employs random forest regression (RFR), decision tree (DT), and support vector 

regression (SVR) algorithm for the calcined clay (CC) - fly Ash (FA) geopolymer composite 

compression strength prediction. However, when compared to SVR, and DT, RFR yields a better 

result. The input variables comprise FA, calcined clay, and coarse aggregate; crushed stone dust 

as fine aggregate, water, and super plasticizers, alkaline solution, curing time, curing 

temperature. Models’ performance was analyzed using statistical measure like mean absolute 

error (MAE), root square error (RSE), and root mean square error (RMSE). On one particular 

data sample, a random forest (RF), decision tree, and SVR were employed and compared. The 

overall data set comprises 75 data points, of which 80% were utilized for model testing and 20% 

were used for training models. The results suggest that the RFR is more accurate than the 

other two models used to predict compressive strength. 
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1. Introduction 

In the construction industry, waste utilization is an important factor to 

save the environment along with sustainable development. Due to India’s 

reliance on coal-based electricity generation, there is a problem with FA 

disposal. [1]. Some 7% of worldwide CO2 release is attributed to the cement 

industry [2]. Geopolymer is made by combining aluminosilicate materials like 

FA, metakaolin, and steel slag with an alkaline liquid activator in a 

geopolymerization process [3]. There are two types of polymeric compounds 

used in industrial materials: crystalline and non-crystalline (amorphous 

orglassy structure) [4]. Several studies were performed using machine 

learning approaches in GPC. In one study RFR was used to estimate the 

strength due to the compression of manufactured sand concrete [5]. K-nearest 

neighbors (KNN) and RFR were machine learning tools used to know 

behavior information of laboratory values and results [6]. RFR is a set 

algorithm that gives more accuracy compared to gene expression 

programming (GEP) [7]. GEP and artificial neural networks (ANN) models 

were applied to a geopolymer, with 12M NaOH solution and water glass, an 

alkaline solution to FA ratio of 0.33. FA was partially exchanged with silica 

fume (SF) and GGBS along with the conventional material (river sand) [8].  

In the present case, a combination of FA and calcined clay, molarities and 

curing temperature were used to find compressive strength. Figure 1 is 

describing parameters of the study. Three machine learning methods i.e., 

decision tree, RFR, and SVR used to test and trained data. But the results 

show that RFR is a more accurate method in terms of R2. May recent 

research applications are developed using machine learning classification 

models [9-14]. 
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Figure 1. Description of Data used in different models. 

2. Methodology of Research 

Each machine learning method is detailed briefly in this section. 

A. Decision tree  

With numerical attributes, decision trees can be understood geometrically 

as hyperplanes, each orthogonal on the same axis. The Decision Tree (DT) is 

the model of a tree diagram for classification or regression [15]. If a change of 

probability at one chance node does not inherently need changes of 

probabilities in any other chance node, a DT can be separated [16]. 

B. Random Forest Regression 

Dietterich first developed the idea of randomized node optimization in 

which the randomized approach opts for the decision at each node rather 

than a deterministic optimization [17]. In comparison to other machine 

learning algorithms, RF also handles big data sets more efficiently [18]. 

Figure 2 represents the RF model working. 
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Figure 2. Random Forest Model. 

C. Support Vector Regression 

Support vector machines are a type of probability distribution that could 

be employed for classification and regression analysis refers to a statistical 

theory of learning [19]. The principle of SVR is to locate a hyper-plane to 

optimize the distance between the data points of two groups. The hyperplane 

dimension depends on how many characteristics the problem had. They 

influence both the location and the direction of the hyper-plane directly [20]. 

3. Model Development 

In the current study RFR, SVR, and DT have been used to evaluate the 

compressive strength of FACC-based geopolymer composites. The following 

are elucidated fundamental aspects for the development of such models. 

A. Data collection, extraction, and pre-processing functionality 

Geopolymer Composite is formed using FA and CC as cementitious 

material with an alkaline solution. The compressive strength of the CCFA 

geopolymer composite has been studied. Input data used in the study were 

8M,10M,12M, 14M and 16M of NaOH, Na2SiO3, ambient temperature, 80oC, 

and 100oC for curing, curing time of 24 and 48 hours, different % variation of 
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CC in FA, coarse aggregate passing 20mm and 10mm sieve, fine aggregate. A 

dataset of 15 attributes (14 data input features and 1 output) and 75 samples 

had been produced utilizing laboratory work to study this problem 

methodically. 100mm size cube was used to test the compressive strength of 

GPC.100mm size cube’s compressive strength was tested in an automatic 

compression testing machine. 80% of data set was trained and 20% tested. 

For all generated machine learning algorithms, a specific ‘random state’ was 

assigned the Python package scikit-learn to be able to contain identical 

training and testing data. The relevance of the data illustrates how each 

characteristic helps the output prediction. 

B. Performance assessment of the model  

Different static measures were used to assess the performance of the 

implemented machine learning algorithms. The determination coefficient (R2 

- value) was determined as well as, the root-mean-square errors (RMSE), the 

mean absolute error (MAE), Mean square error (MSE) were determined. 

These are the following metrics [15]. 
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Where n is the total number of datasets, x and refy  are data set 

references, ix  and predy  are model values anticipated. The reflective practice 

shows the link between experimental and predicted results in the resulting 

value of the model. 

4. Results and Discussion 

Below is a description of the prediction performance of the (machine 

learning) ML (RFR, SVR, and DT) model used in this investigation, described 
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in Section 2. A discussion of the prediction accuracy and the usefulness of the 

tuned algorithms are evaluated. 

A. ML models used for Hyper-Parameter adjustment 

 All models were initially designed to obtain the best precision to prevent 

overpowering and to estimate strength properties. In the case of the RFR and 

SVR, DT designed in a random forest, the minimal split quantity necessary 

for everyone leaves node, the minimum sample number required for each leaf 

node, the number of characteristics to take into consideration irregular 

development of the tree, and the highest possible  tree depth (max depth) of 

each tree [21]. In addition to the variables referred to above, the SVR model 

also has a considerable impact on model performance at the pace of learning 

indicating the participation of each tree. Identical data were used [22]. 

B. Machine Learning Models Predictive Performance 

Figure 3 shows the parameters of strength due to compression for 28 days 

considered from laboratory work compared to forecasted values in the 

different modes of learning. It may be noted that all algorithms have learned 

to forecast strength due to compression with a like pattern in prediction 

against the observed output by use of the non-linear relationship. Figures 4 

and 5 illustrate the rest of the anticipated output for training and testing 

data sets (i.e., compressive strength). The remainder of every instance is the 

gap in the anticipated number of the measured actual output numbers. 

Residuals varied slightly around 0 for the RFR models used, which indicates 

acceptable prediction ability. 

 

Figure 3. Compressive Strength for predicted and actual values of FA-CC 

GP. 

In addition, the R2 value of the training and testing datasets is 
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illustrated in figure 4 and figure 5 along with MSE, RMSE, and MAE. Out of 

all three models used, RFR models with a maximum value of R2 as 0.79 in 

testing and 0.93 in training were obtained. The residuals and the R2 value of 

the RFR and DT prediction model show an acceptable prediction for the 

compressive strength of geopolymer composite materials. Different statistical 

approaches as R2, MAE, RMSE, and MSE were used to better define model 

performance. A different statistical analysis, presented in section 3, was 

calculated for the predictive performances of the models. The statistical result 

of training and testing is shown in table 1. These low values in training imply 

a greater accuracy in forecasting compressive strength in the created 

machine learning model. The best predictive output exhibited by the DT 

model was its higher R2 value (1.0) and the lower RMSE and MAE amount as 

0.0 and 0.0. It was shown that for CCFA GPC, RFR and SVR values of R2 

were 0.79 and 0.317 respectively, the highest and lowest of the 3 models used. 

R2 is considered very poor if range less than 0.3, moderate lies between 0.3 to 

0.5, acceptable if ranges are between 0.5 to 0.7, and excellent if ranges above 

0.7 [23-25].  

 

Figure 4. Statistical modeling of RFR, SVR, and DT for training. 
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Figure 5. Statistical modeling of RFR, SVR, and DT for testing. 

Table 1. Statistical result for models used in training and testing. 

Model Training Testing 

MSE RMSE R2 MAE MSE RMSE R2 MAE 

RFR 5.39 2.323 0.93 1.825 21.933 4.683 0.793 3.393 

DT 0.0 0.0 1.0 0.0 22.73 4.768 0.786 3.47 

SVR 51.08 7.147 0.408 5.56 72.584 8.519 0.317 6.843 

5. Conclusions 

This study examines the forecast of compressive strength of the machine 

learning model developed for CCFA geopolymer composites with actual 

laboratory values. 

1. Out of the 3 models used RFR performed better.  

2. The testing phase results of RFR were 0.79, 4.683, and 3.393 for R2, 

RMSE, and MAE indicating correctness by decreasing the error difference 

between targeted and anticipated values, according to statistical analytical 

checks.  
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3. The findings demonstrate that five variables influenced strength 

prediction: CCFA content, molarity, curing duration, and curing temperature.  

4. As a result, the RFR model shows a significant strategy for forecasting 

geopolymer concrete compressive strength with temperatures variation, with 

the potential to develop other important geopolymer concrete characteristics. 

5. Understand and forecast the compressive strength of the proposed 

CCFA geopolymer concrete. 

6. Additionally, new laboratory data can be collected in the next studies to 

enhance the performance results of forecasts.  

Abbreviations 

Symbol Full-Form Symbol Full-Form Symbol Full-Form 

RF Random 

Forest 

KNN K-Nearest 

Neighbors 

2R  R square 

CCFA Calcined  

Clay Flyash 

MSE Mean  

Squared Error 

CO2 Carbon 

Dioxide 
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