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Abstract 

In this paper, we have obtained time dependent solution of a queueing system which is 

equipped with a standby server. When either the main server takes vacation or it is under 

repair process, the stand-by server starts to serve the customers. The service time, vacation 

time and repair time are assumed to follow general (arbitrary) distribution while the stand by 

server provides service according to exponential distribution. The steady state results have been 

obtained in the form of probability generating functions for the number of customers and the 

average waiting time in the queueing explicitly. 

Introduction 

The research study on queueing models with break down and repair have 

been extensively increased due to their wide applications in productions, 

communication systems. A queueing system might suddenly break down and 

hence the server will not be able to continue providing service unless the 

system is repaired. Avi-Itzhak, B. and Naor [1], Takine and Sengupta [11], 
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Federgruen [3], Vinck and Bruneel [15] have studied different queueing 

systems subject to random breakdowns. Jayawardene and Kella [10] have 

studied qGM  queues with altering renewal breakdowns. Kulkarni and 

Choi [9] and Wang et al. [13] have studied retrial queues with system 

breakdowns and repairs. Madan and Maraghi [20] have studied batch arrival 

queue with break down and repair. 

In this paper we consider queueing system in which the main server is 

equipped with a standby server. This paper considers both vacations and 

main server breakdowns including the assumptions of deployment of a stand 

by during the vacation periods and repair periods. Customers arrive at the 

system in batches of variable size in a compound Poisson process. The service 

is provided one-by-one on a first come-first served. In this model, the service 

time, vacation time and repair time are followed by general (arbitrary) 

distribution where as the stand-by server‟s service distribution is followed by 

exponential distribution. The rest of the paper is organized as follows. The 

mathematical description of our model is in Section 2 and equations 

governing the model are given in Section 3. The time dependent solution have 

been obtained in Section 4 and the corresponding steady state results have 

been derived explicitly in Section 5. Mean queue length and mean waiting 

time are computed in Section 6 respectively. 

Mathematical Definition of the Queueing Model 

We assume the following assumptions to describe the queueing model of 

our study. 

 Customers arrive at the system in batches of variable size in a 

compound Poisson process. Let ,3,2,1,  itci  be the first order 

probability that a batch of i customers arrives at the system during a short 

interval of time  ,, ttt   where 10  ic  and 





1
1

i ic  and 0  is 

the mean arrival rate of batches. The customers are served one-by-one on a 

“first come-first” served basis. 

 The service times of the main server follow a general (arbitrary) 

distribution with distribution function  vB  and density function  .vb  Let 

 x  be the conditional probability density of service completion during the 
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interval  ,, dxxx   given that the elapsed service time is x, so that 

 
 
 xB

xb
x




1
 (1) 

and therefore 

      
v

dxxevvb
0

 (2) 

 On completion of a service, the server may go for a vacation of random 

length with probability p, or may stay in the system for providing service 

with probability 1-p, where .10  p  

 The vacation time of the server follow a general (arbitrary) distribution 

with distribution function V(s) and the density function v(s). Let  x  be the 

conditional probability of a completion of a vacation during the interval 

 dxxx ,  given that the elapsed vacation time is x 

 
 
 xV

xv
x




1
 (3) 

and hence 

      
s

dxxessv
0

.  (4) 

 The system may have breakdowns at random, and breakdowns are 

assumed to occur according to Poisson stream with mean breakdown rate 

.0  Further we assume that once the system breaks down, the customer 

whose service is interrupted comes back to the head of the queue but it is 

immediately taken for by the stand-by server. 

 Once the system breaks down, its repair start immediately and the 

duration of repairs follows a general (arbitrary) distribution with distribution 

function  rF  and the density function  .rf  Let  dxx  be the conditional 

probability of a completion of a vacation during the interval  dxXx ,  

given that the elapsed vacation time is x. 
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 
 
 xF

xf
x




1
 (5) 

and therefore 

      
s

dxxerrf
0

.  (6) 

 The stand-by server starts serving the customers as soon as the main 

server breaks down or as soon as the mains server leaves for a vacation after 

completing a service. The stand-by service follow an exponential distribution 

with stand-by service rate 0  and mean stand-by service .
1


 

 Further we assume that the main server joins the system immediately 

after the completion of its vacation or completion of its repairs, and the 

customer being served by the stand-by server is immediately transferred to 

the main server to start a service afresh. 

 Customers are arriving in batches, but they are served one by one. 

 All stochastic process involved in the system are independent of each 

others. 

Notations 

We let, 

(i)  txPn ,  represent probability that at time t, there are 0n  

customers in the queue excluding one customer in the service served by the 

main server, and the elapsed service time of this customer is x. Accordingly, 

   



0

, dxtxPtP nn  denotes the probability that there are 1n  customers 

in the queue excluding one customer in service irrespective of the value of x. 

(ii)  txVn ,  represent Probability that at time t, there are 0n  

customers in the queue (and one customer is being served by the stand-by 

server), and the main server is on vacation with elapsed vacation time x. 

Accordingly,    



0

, dxtxVtV nn  denotes the probability that at time t, 
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there are 1n  customers in the queue and the server is on vacation 

irrespective of the value of x. As soon as the vacation starts the stand-by 

server starts serving the customers in the system. 

(iii)  txRn ,  follows Probability that at the time t, there are 0n  

customers in the queue (and one customer is being served by stand -by 

server) while the system is under repair with elapsed repair time x. 

Accordingly,    



0

, dxtxRtR nn  denotes the probability that at time t, 

there are 1n  customers in the queue and the server is under repair 

irrespective of the value of x. 

(iv)  tQ  denotes probability that at time t, there are no customers in the 

system and the server is idle but available in the system. 

Definitions and Equations Governing the System 

Having the above assumptions for our model, we obtain the following 

differential-difference equations. 

          




 








1

1

.1;,,,,

n

i

ininnn ntxPctxPxtxP
x

txP
t

 (7) 

         0,,, 000 








txPxtxP

x
txP

t
 (8) 

        txVxtxV
x

txV
t nnn ,,, 









 

   


 
n

i

nini ntxVtxVc

1

1 .1;,,  (9) 

          .,,,, 1000 txVtxVxtxV
x

txV
t










 (10) 

        txRxtxR
x

txR
t nnn ,,, 









 

   


 

n

i

nini ntxRtxRc

1

1 .1;,,  (11) 
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          .,,,, 1000 txRtxRxtxR
x

txR
t










 (12) 

         



0

0 1, pdxxtxRtQtQ
dt

d
 

         



0

0
0

0 ,1, dxxtxVrdxxtxP  (13) 

From the equations (7)-(13) are to be solved subject to the boundary 

conditions at 0x  

           






 
0

1
0

1 ,0,01,0 dxxtVdxxtPptP nnn  

     


 
0

11 .,0 tQCdxxtR nn  (14) 

     



0

.0;,,0 ndxxtxPptV nn  (15) 

   


 
0

1 .1;,,0 ndxtxPtR nn  (16) 

  .0,00 tR  (17) 

We assume that initially there is no customer in the system and the server is 

idle, but available in the system. So the initial conditions are 

    00,00 00  VP  and   .10 Q  

Generating Functions of the Queue Length the time Dependent 

Solution 

   






0

.,,,

n

n
n

q txPztzxP  (18) 

   






0

.,

n

n
n

q tPzzxP  (19) 
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   






0

.,,,

n

n
n

q txVztzxV  (20) 

   






0

.,

n

n
n

q tVzzxV  (21) 

   






0

.,,,

n

n
n

q txRztzxR  (22) 

   






0

.,

n

n
n

q tRzzxR  (23) 

Which are convergent inside the circle given by .1z  

Define the Laplace transform of a function  tf  as 

   



0

.dtetfsf st  (24) 

Taking Laplace transforms of the equations from (7) to (17) by using 

        




 



1

1

.1;,,,

n

i

ininn nsxPcsxPxssxP
x

 (25) 

       .0,, 00 



sxPxssxP

x
 (26) 

        


 



n

i

ininn nsxVcsxVxssxV
x

1

.1;,,,  (27) 

        .,,, 100 sxVsxVxssxV
x





 (28) 

        


 



n

i

ininn nsxRcsxRxssxR
x

1

.1;,,,  (29) 

        .,,, 100 sxRsxRxssxR
x





 (30) 
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               



0

0
0

0 1,1,1 rdxxsxPpdxxsxRsQs  

   



0

0 ., dxxsxV  (31) 

             






 
0

1
0

1 1,1,,0 rdxxsxPpdxxsxRsP nnn  

     


 
0

11 ., sQCdxxsxV nn  (32) 

     



0

.0;,,0 ndxxsxPpsV nn  (33) 

   


 
0

1 .1;,,0 ndxsxPsR nn  (34) 

  .0,00 sR  (35) 

Now multiplying the equation (25) by nz  from 0 to  and taking summation 

over from 1 to , adding (26), and then simplifying using (20) 

         .0,,,, 



szxPxzCsszxP

x qq  (36) 

Performing similar operations on (27), (28), (29) and (30) we get respectively 

        .0,,
2

,, 






 





szxVxzCsszxV

x qq  (37) 

        .0,,
2

,, 






 





szxRxzCsszxR

x qq  (38) 

similarly multiplying (32) by ,1nz  summing over n from 0 to  and by using 

(20) 

           



00

,,1,,,,0 dxxszxPpdxxszxRszPz qqq  

       



0

,, sQzCdxxszxVq  
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           



 



0
0

0
0 1,1, rdxxsxPpdxxsxR  

    .,
0

0 







dxxsxV  (39) 

From the equation (31) 

           



00

,,,,1,,0 dxxszxVdxxszxPpszPz qqq  

           



0

.11,, zCsQsQsdxxszxRq  (40) 

Multiplying (33) by nz  and summing over n from 0 to , we get 

     



0

.,,,,0 dxxszxPpszV nq  (41) 

Similarly from the equation (16) 

   



0

1,,,,0 dxszxPzszR qq  

     .,,,0 szzPszRie q   (42) 

Integrating (31) from 0 to x yields 

   
    

.,,0,, 0 



x
dttxzCs

qq eszPszxP  (43) 

where  szPq ,,0  is given by (40) 

Integrate (43) by parts with respect to x, yields 

   
  

  
.

1
,,0,





zCs

zCsB
szPszP q  (44) 

where        


0
xdBezCsB xzCs  is the Laplace Stieltjes 

transform of the service time  .xB  Now multiplying both sides of (43) by 

 x  and integrating over x, we get 
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        .,,0,,
0




zCsBszPdxxszxP qq  (45) 

Using (45) and from (41) 

      .,,0,,0  zCsBszPpszV qq  (46) 

Similarly integrating (37) from 0 to x yields 

   
   

.,,0,,
0 







 




x
dttx

z
zCs

qq eszVszxV  (47) 

substituting the value of  szVq ,,0  from (46) in (47) 

      
   

.,,0,,
0 







 




x
dttx

z
zCs

qq ezCsBszPpszxV  (48) 

Integrating (48) by parts with respect to x, we get 

      
 

 
.

1

,,0,






 







 




z
zCs

z
zCsV

zCsBszVszV qq  (49) 

where       






 







 
 

0
xVxd

z
zCse

z
zCsV  is the 

Laplace Stieltjes transform of the vacation time  .xV  Now multiplying both 

sides of (48) by  x  and integrating over x, we get 

        


zCsBszPpdxxszxV qq ,,0,,
0

 

  .





 


z
zCsV  (50) 

Now integrating (33) from 0 to x, yields 

   
   

.,,0,,
0 







 




x
dttx

z
zCs

qq eszRszxR  (51) 

substituting the value of  szRq ,,0  from (42) and using (44) we get 

   
  

  
  







 





 

Z
zCe

zC

zCsB
szPzszxR qq

1
,,0,,  
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  
x

dttx
0

.  (52) 

Integrating (52) by parts with respect to x we get 

   
     

    
.

11

,,0,






 







 




z
zCszCs

z
zCsRzCsB

szPzszR qq  (53) 

where      
 








 







 


0
xxdR

z
zCe

z
zCsR  is the Laplace 

Stieltjes transform of the repair time  .xR  

Now multiplying (46) by  x  and integrating over x we get 

     
  

   















zCs

zCsB
szPzdxxszxR qq

1
,,0,,

0
 

  .





 


z
zCsR  (54) 

Now using (46), (50) and (54), hence the equation (41) becomes 

 
          

              
s

zfRzfBzzfVppzfBzzf

zCsQsQszf
szPq

21211

1

11

11
,




  (55) 

where      zCszf1  and     .2 z
zCszf


  

Now Using (55), (45), (50) and (53) becomes respectively 

 
           

              
.

11

111
,

21211

1

zfRzfBzzfVppzfBzzf

zfBzCsQsQs
szPq




  (56) 

 
              

           

      

.

1

1

111
,

21

12121

121

zfRzfB

zzfzfVppzfBzzfzf

zfBzfVzCsQsQszf
szVq






  (57) 
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 
              

         

       

.

1

1

1111
,

122

2121

22

bRzfBzfzfz

zfVppzfBzzfzf

zfRzfVzCsQsQsz
szRq






  (58) 

Thus    szVszP qq ,,,  and  szRq ,  can be determined from (56), (57) 

and (58). 

The Steady State Analysis 

In this section, we have obtained the steady state probability 

distributions for our queueing model. To define the state probabilities 

suppress the argument „t‟ wherever it appears in the time dependent 

analysis. 

By using the well “Tauberian property” 

   .0 tfLtsfsLt ts    (59) 

Multiplying both sides equations (56), (57) and (58), applying (59) and 

simplifying, we get 

 
     

         
.

11

11

bRaBzbVppaBza

aBzCQ
zPq




  (60) 

 
       

          
.

11

11

bRaBzbbVppaBzba

aBaVzCQa
zVq




  (61) 

 
        

          
.

11

111

bRaBzbbVppaBzba

bRbVzCQz
zRq




  (62) 

Let  zWq  be denote the probability generating function of the queue size 

irrespective of the state of the system. 

(i.e)        .zRzVzPzW qqqq   

Adding (58), (59) and (60) yields 

 

       

      

         
.

11

11

111

bRaBbzbVppaBzab

bVaBpQzCa

bRzbaBzCQ

zWq






  (63) 
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In order to find Q, Using normalization condition 

  .11  QWq  (64) 

Note that if 1z  then  1qW  is indeterminate of 00  form. There fore, 

applying L‟ Hospitals rule twice on (63), we get 

 
 
 

.
"

"
1 1 zD

zN
LtW zq   (65) 

Where  zN  and  zD  are the numerator and denominator of the right sides 

of (63) respectively. Double primes in (65) denote the second derivative at 

.1z  

                .1121" VEaBpREBIEIEQN   (66) 

               REIEIEaBIED  1121"  

       .1 VEaBIEp   (67) 

where      IECC  1,11  is the mean batch size of the arriving customers. 

  10 V  and    VEV  0  is the mean vacation time, and   ,10 R  

   RER  0  is the mean repair time. 

Then from the equation (63) 

             

     

          
.

11

1

11

VpaBaBRE

REIE

IEaBVEaBIEp

Q






  (68) 

From (68) the utilization factor  can be found where .1 Q  

The Average Queue Size and The Average Waiting Time 

Let qL  be denote the mean number of customers in the queue under the 

steady state. Then 

  .| 1zqq zW
dz

d
L  (69) 
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Since (69) is indeterminate of 00  form. There fore, applying L‟ Hospitals 

rule four times on (69), we get 

       

  
.

"3

""
21

zD

zNzDzNzD
LtL zq


   (70) 

where  1"N  and  1"D  are given in (66)and (67) respectively 

            REBymQREBnyQN  161131 2  

       22113 REyaRExaBmQ   

      VyEpQmxmaByVEpQ 22 623   

       .3 22 VxEVEyBmpQaB   (71) 

               mxnyaBBymaxmyyVpEaBD  1362131 2  

          VxEyVEaBVyEmaBy  2223  

              BmyaBxREyREaBy 211316 2  

       .13 22 RxEREyaBy   (72) 

Conclusion 

In this paper, a time dependent solution of a queueing system has been 

analyzed with stand-by server considering both server and customers relation 

aspects like main server takes vacation or ii is under repair process, the 

stand-by server starts to serve customer. Both transient and steady state 

solution an obtained for the model accompanied with queue characteristics. 
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