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Abstract 

Deep learning is among the subfields of machine learning that deals with the algorithms 

which endeavor to achieve human intelligence. With the arrival of deep learning, various 

applications related to computer vision techniques have been ushered and are now experiencing 

prominent development these days. The field of Computer vision has been revolutionized by 

deep learning. Computer vision in itself is not unraveling, but deep learning work as a backbone 

to address extensive variety of traditional applications. Deep learning has surmounted various 

machine learning techniques in many areas e.g. image processing, forgery detection, and 

medical science, among many others. This paper outlines some of the most crucial deep learning 

techniques such as; Convolution Neural Network, Autoencoders, Deep Belief Network and 

Restricted Boltzmann machine. It then presents features of various CNN architectures, which 

have evolved in the last few years. Some of the applications of deep learning in various 

computer vision tasks including image classification, object detection, object tracking, semantic 

image segmentation and instance segmentation, among many others have been discussed. 

Finally, the conclusions that have been emerged from the comparison of all existing techniques 

are summarized at the end. 

Abbreviation. CNN, convolution neural network, DBN, deep belief 

network, RBM, restricted boltzmann machine, ReLU, rectified linear unit. 
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1. Introduction 

Amongst various subfields of machine learning deep learning is gaining 

importance because of its vast applications. It allows computational models to 

understand and mimic how the brain perceives and understand information. 

Computer vision is a prominent subfield in the era of artificial intelligence 

that aims to provide computers and machines with an understanding of the 

contents of digital data (i.e., images or video). With the advancement of deep 

convolution neural networks, deep learning has gained astounding 

performance in various fields. In particular, it has brought an uprising to the 

computer vision area with the introduction of progressive and systematic 

solutions to many problems that are not resolved from a long time. The main 

focus is to achieve an artificially intelligible system that can challenge human 

brain. Deep learning is originated from conventional neural network but it 

surmounts the capability of its antecedents. With deep learning solutions 

many promising applications of computer vision techniques are untangled 

including object detection [1] and classification, image segmentation, object 

tracking, image reconstruction, video processing, autonomous driving and 

robot localization as well as medical image related applications. 

Various deep learning methods are achieving extraordinary results on 

several problems such as CNN (convolution neural network) provides nearly 

human accuracy in many computer vision problems including classification, 

detection, segmentation and speech recognition. CNN is a multilayered 

architecture; the first layer extracts the lower level features and the last 

layer extracts the higher level features. Inspired by the human brain it can 

automatically process information and extracts the required features from a 

given input. Another model based on deep learning that is used for 

representational learning is an Autoencoder. It is an unsupervised model. It 

aims to learn encoding for a given dataset by training the network; it 

reconstructs its own input by reducing the redundant information from the 

given input data.one of the application of an autoencoder in the field of 

computer vision is image denoising. Further Autoencoder has been proven 

effective in variety of computer vision tasks like image cleaning, image 

compression and dimension reduction. Dimensionality reduction makes it 

easier to classify, visualize and storage of high dimension data [2]. 
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Recently, DBN (Deep Belief Network) and RBN (Restricted Boltzmann 

Machine) have attracted considerable interest and are used to model high 

dimension data such as video and speech classification data. By combining a 

variety of neural networks DBN forms a new neural network model. DBM is 

a stacked RBM [2], which is further trained in a greedy approach. DBN uses 

RBM as a learning module, so in this review, the explanation of RBM is given 

with all the mathematical equations, and then DBN is explained with its 

architecture. 

The rest of the paper is organized as follows. Firstly we have provided a 

brief overview of computer vision and its applications based on the 

background reviews. Then we have explained various deep learning methods 

in section 2, and these methods include CNN [3], Autoencoder [4], DBN and 

RBN [5]. The basic features of the existing models based on CNN are 

summarized in a diagrammatic way. This will help the researchers to select 

an appropriate architecture taking into account of their research work. 

Section 3 deals with some of the applications of deep learning like image 

classification, object detection [1], [6], object tracking [7], [8] and semantic 

image segmentation [9]. An overview of them is presented, and their further 

applications have also been mentioned. The last section of the paper is the 

conclusion that compares all the techniques. 

1.1 Computer Vision. 

In its simplest definition, Computer vision is a science that gives 

machines the ability to recognize. It enables the machines to understand the 

world through the processing of signals. In the last few decades, Computer 

vision has outperformed in assessing images and identifying the human 

movements. One of the famous applications of compute vision is image 

classification. Image classification has various applications in lots of 

technologies [10]. Its applications varies from large scale generalization such 

as understanding the context of an image to smaller and detailed result such 

as looking for medical MRI images to detect some diseases such as 

Autism[11]. There exists various deep learning based architectures which 

help in classifying an image and the most popular one is CNN based 

architecture. CNN‟s performance is majorly dependent on the fact that it can 

learn the most important middle level image features rather than the manual 

low level representations which are used in particular applications of image 

classification [12]. 
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Object detection is another application in the field of computer vision. An 

object can be identified on the basis of its main properties such as color, size 

and texture which can be extracted from an image using CNN. On the basis 

of color information in an image an object can be identified from its 

background. Then the objects can be cut off from an image which further 

helps in various researches such as face mask detector [13] that gives a 

solution to prevent the spread of current pandemic Corona Virus disease. 

Real time image Reconstruction and processing is a new concept in the 

area of deep learning. The process of image reconstruction involves 

reconstructing a well defined, high resolution image from a very noisy image. 

It has various applications in medical science such as X-Ray tomography, 

ultrasound and MRI (Medical resonance imaging). In [14] author provides a 

comprehensive survey on advancement in deep learning for image 

reconstruction and processing. 

The world of computer vision has taken great stride in solving localization 

problems. Estimation of a mobile robot pose with respect to known location in 

an environment is known as Robot localization problem. When the problem is 

solved with use of sensor system installed in the robot itself then it is called 

as self localization. Using computer vision approaches the position of robot 

can be estimated from image captured by its visual system. In [15] the author 

explains how deep learning helps to achieve better performance while using 

existing state of the art algorithms in localization of robot. 

2. Deep Learning Methods 

Deep learning is an engrossing area that can solve various tasks of 

computer vision. It is a subset of machine learning that uses multiple layers 

to extract main features from the given input. Deep learning came into 

existence in 1943 when a computer based on human brain neural network 

was discovered by Warren McCulloch and Walter Pitz but due to the lack of 

hard and software availability those days, their model was not given much 

importance. Now deep learning has become a hot topic for research since 

2006[16]. There are various applications of deep learning including image 

classification, text and speech recognition, video processing and many more. 

Considering each application various algorithms and models have been 
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developed over past few years. Some of the most important models that have 

contributed in improving performance are discussed here: 

2.1 Convolution neural network 

Deep learning, making use of machine learning algorithm, simplifies the 

process of feature extraction and object detection through a Convolution 

Neural Network (CNN). CNN divides the task of classifying an image into 

three layers: Convolution layer, Pooling Layer and Fully Connected layer. 

The detailed description of all the layers is as follows. 

Convolution Layer. 

This layer extracts the low-level features from an input image. It takes an 

image as input and sees it as an array of pixels. The image is represented in 

H*W*D where H is height, W is width and D represents the color resolution 

(RGB). All input images will pass through a sequence of convolution layers 

and filters of size  Dff WH   and gives an output volume of dimension  

    11  WW fWDfH  [17]. 

 

Figure 1. Filter multiplied to input matrix to get a Feature map. 

It preserves the relationship among the pixels of the image by taking a 

small square of input data from the image matrix. Consider a 5*5 matrix 



MAMTA, ANURADHA PILLAI and DEEPIKA PUNJ 

Advances and Applications in Mathematical Sciences, Volume 21, Issue 12, October 2022 

6924 

from the input matrix and multiply it with a filter matrix of size 3*3. A 

convolved feature matrix of size 3*3 is obtained. The feature matrix formed is 

called a “feature map”. This operation helps in extracting the features of an 

image such as edge detection, the sharpness of image etc. The pictorial 

representation of how the filter is multiplied with the input matrix is shown 

in figure 1. 

After getting a feature map, each of its value will pass through a 

nonlinearity function, ReLU. ReLU stands for a Rectified linear unit. 

The ReLu function is defined in the equation below: 

   zzF ,0max  (1) 

ReLU is an activation function which helps in learning the neuron and 

decide whether to fire or not on the basis of input. 

Pooling layer 

This layer helps in the reduction of the number of parameters in the 

image and thus retains only the relevant information. There are three types 

of pooling: max pooling, average pooling and sum pooling. 

Maximum value among all elements in a rectified feature map is taken in 

case of maximum pooling, the average value in average pooling and sum of all 

elements in sum pooling. 

Fully-connected layer  

After passing through the above two layers, the model can understand 

the features of the input image. Now, the final output will be flattened, and 

this output will be fed to the neural network for classification. 

This layer computes the score of each class on the basis of input taken 

from the previous layer and gives an output in the form of a 1-D array which 

depicts all the classes that exist in the input image. The class to which the 

image belongs will have the highest score. The score is calculated using the 

softmax classification function. 

In the first layer of CNN, each stride of input image matrix multiplied 

with the filter matrix creates a feature map, and on that feature map, ReLU 

activation function is applied, and then the image is converted into a suitable 

form for Multilevel Perceptron as shown in figure 2. 
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Figure 2. Classification in Fully Connected Layer. 

Now the image is flattened into a column vector, and the output obtained 

will be given as input to the feed-forward neural network for training. For 

backward propagation of errors and learning the input, back-propagation [2] 

is applied in each iteration of training. Over a period of time, the CNN model 

understands the lower-level features of the image and can classify the image 

into various classes with the help of Softmax Classification Function [17]. 

2.1.1 CNN Models 

CNN‟s are the most popular models of neural network and are able to 

solve variant of problems such as image recognition, image forgery detection, 

classification and many others. There are various models that have emerged 

in last two decades, each have different parameters and hyper parameters, 

including number of layers, learning rate, weight, filter size, stride and 

activation functions. Several standard architectures have been reviewed [18] 

and tested for their performance in different tasks. 
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Figure 3. Brief Overview of CNN Models. 

During the last decade, various CNN models have been introduced [19]. 

Starting with LeNet which came in 1998 but due to unavailability of hard 

and software resources it became obsolete at that time. Then in 2012 again 

work started on CNN models which were effective to solve many computer 

vision tasks. From then, every year a new architecture was introduced. Each 

architecture perform some modification such as parameter optimization, 

structural changes and is able to upgrade the performance of CNN which is 

further utilized for various applications. Figure 3 summarized some of the 

key features of these architectures which will help researchers in choosing 

the suitable architecture for their target tasks. 

2.2 Autoencoder 

An autoencoder is a neural network derived from multilayer perceptron 

that transforms its input to its output with the least possible amount of 

distortion. Autoencoder learns to reconstruct the input and then extracts 

those attributes that help to predict the input accurately. 
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An autoencoder is a special case of feed-forward neural network and is 

trained using stochastic gradient descent algorithm that follows the gradients 

computed by the back-propagation algorithm. 

Suppose there is a set of training attributes     ,,2,1 yy  and  

 .nRiy   An autoencoder is an unsupervised machine learning algorithm 

which applies back-propagation, setting the target value equal to the input 

value. i.e.    iyir   [4]. An Autoencoder is also called an autoassociator or 

diabolo network [20]. 

 

Figure 4. Autoencoder Structure Representing Mapping from Input to 

Output. 

As shown in figure 4, an autoencoder has an input layer, a hidden layer 

and an output layer. An input layer receives the input; hidden layer describes 

the code used to represent the output. It maps an input y to output r 

(reconstruction) using the internal representation (code) h. The encoder 

function (f) maps y to h and decoder function (g) maps h to r. 

 

Figure 5. Autoencoder for image denoising. 
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Structure: suppose the input  dy 1,0  then it maps to hidden 

representation  dh 1,0  using an encoder function through a deterministic 

mapping: 

 bWysh   (2) 

where s can be any of the nonlinear function such as sigmoid function 

  btes ,11   is the bias value, and w is the weight assigned to input 

then the representation h is mapped back to reconstruction r of the same 

input as y. the mapping will be like: 

 bhWsr   (3) 

So r predicts the input y given the code h. [21]. 

2.2.1 Applications 

The primary application of an autoencoder is data denoising, i.e. to 

reduce the noise from an image (as shown in figure 5) and dimension 

reduction that includes image compression. It can be used as a generative 

model for image generation, and can also be used to extract the features since 

an encoder helps in learning the essential hidden features from the input 

data. Some other applications of Autoencoder such as sequence to sequence 

prediction where the input sequence can be a series of random numbers, the 

output sequence can be the reverse of a subset of the numbers given in the 

input sequence. It also helps in a recommendation system that recommends 

relevant items to the user based on the understanding of the user‟s 

preferences. 

2.3 Deep Belief Network and Restricted Boltzmann Machine 

Deep Belief Network (DBN) and Restricted Boltzmann Machine (RBM) 

are deep learning models, and both belong to “Boltzmann Family”. DBM 

makes use of RBM as a learning module. A brief introduction of RBM and 

DBN is found in the next subsection, and the graphical depiction of DBN can 

be found in figure 6. 

2.3.1 Restricted Boltzmann Machine 

Restricted boltzmann machine is a generative machine learning model 
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that may contain variety of input data such as labeled/unlabelled images, 

speech, videos and sentences, among many other [2]. They can be used to 

model high dimension data like videos or speech, and most importantly, they 

are used in deep belief networks [7]. 

Consider a binary vector taken from a binary image as a training set. To 

model the training set with the help of RBM we use two types of units to 

correspond the pixels; visible unit and hidden unit. Visible units need to be 

observed and hidden units help in feature detection. To calculate the energy 

we use the Hopfield energy function as mentioned in equation 4: 

     


visp hiq qp
pqqpqpqp whvhyvxhvEn

,
,  (4) 

pqw  is weight and qp yx ,  are the biases between visible and hidden unit. 

Then, to calculate probability between them via this energy function equation 

5 is used: 

     hvEeGhv ,1,Prob   (5) 

Where G is a partition function, obtained by adding all pairs of visible 

and hidden vectors: 

  
hv

hvEeG
,

,  (6) 

The network assigns probability to a visible vector, v, is obtained by 

adding all of the hidden vectors: 

    
hv

hvEe
G

hv
,

,1
,Prob  (7) 

The log probability derivative for training vector in correspondence to the 

weight is mentioned by: 

     modellog qpqppq hvdatahvwvp   (8) 

To perform stochastic steepest ascent in the log probability of the training 

data, a learning rule is given in equation 9: 

    modelqpqppq hvdatahvw   (9) 

Here  denotes learning rate. 



MAMTA, ANURADHA PILLAI and DEEPIKA PUNJ 

Advances and Applications in Mathematical Sciences, Volume 21, Issue 12, October 2022 

6930 

Given visible unit v, the qh  of hidden unit, q is set to 1 with probability: 

   
i

pqpqq wvdvh |1Prob  (10) 

Here  x  denotes logistic sigmoidal function that is represented by 

  .exp11 x  Provided with a hidden vector pv  of visible unit p is 1 

denoted by probability function as in equation 11: 

   
i

pqqpp whchv |1Prob  (11) 

We perform Gibbs sampling in an alternate manner and form an 

unbiased sample of  qphv  model. An iteration of Gibbs sampling will update 

all the hidden units using equation 7 and of the visible unit using equation 8 

in parallel. 

As per Hinton [2], after calculating the binary states of the hidden unit 

using equation 10, set each iv  to 1 using probability calculated using 

equation 11 and produce a reconstruction”. 

Then the change in weight is evaluated in equation 12. 

    reconhvdatahvw qpqppq   (12) 

Here recon is reconstruction. This learning helps in achieving many 

significant applications and one of them is DBN. 

2.3.2 Deep belief network 

DBN is a generative machine learning model that has many hidden 

layers of Restricted Boltzmann machine, and its last layer works as a 

classifier. The hidden layers are connected to each other but not the hidden 

units. The hidden units express the similarity present in the data units and 

represent features based on similarity. The connection among all the lower 

level layers is directed whereas between the top two layers is undirected. The 

bottom layer having the visible unit accepts the input data. 
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Figure 6. Architecture of Deep Belief Network. 

Hinton [2] conveys that many RBM‟s are stacked and trained using the 

greedy approach to form a Deep Belief Network. It provides the joint 

probability distribution between observed vector x and the hidden layers jh  

as follows: 

      





2

0

11121 ,Prob|Prob,,,,Prob
k

j

kjjk hhhhhhhx   (13) 

Where  jj hhhx ,Prob, 10   denotes the conditional probability of the 

visible units conditioned on the hidden units of the RBM at level j, and 

 11,Prob hhk  is the visible-hidden joint probability distribution in the 

upper-level RBM [22] as can be seen in figure 6. 

To train the DBN with RBM, an unsupervised training is done in a 

greedy approach [2], [23]. The first layer, i.e. visible layer, generates the raw 

input ,0hx   and this input is used as data for the next layer, and then 

Gibbs sampling [32] is applied. It generates sample  .,Prob 01 hh  The 

following layer is trained as an RBM and receives the sample as a training 

example and this process is repeated while propagating the collected data 
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upwards. So, the maximum values of weights are obtained in between the 

layers and these weights are used in the reversed direction using the fine-

tuning. 

3. Applications 

Deep learning is a recent swing in the field of artificial neural network. 

There are many potential applications of it in our social life. These 

application include social network analysis, healthcare, Natural language 

processing and audio, video processing. Figure 7 shows a pictorial 

representation of various applications. Table 1 provides reference to some of 

the application discussed in research articles. Some of the most notable 

applications related to the field of image processing are presented in the 

following subsections: 

3.1 Image classification 

Image classification is a supervised learning problem of computer vision 

that helps in process of classifying an image on the basis of its visual content. 

It assigns labels to the different objects present in an image on the basis some 

specific rules. For example, given a medical image it can detect whether a 

particular disease is shown in the image or not. This task is trivial for human 

beings but still it is challenging in computer vision applications. 

 

Figure 7. Example of applications of Deep Learning. 

Classification is labeling group of pixels and classifying them based on 
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their features in an image. CNN performs a vital role in classifying the 

images and provides better efficiency than humans on some datasets. 

Motivation by [17], the basics of image classification using deep learning is 

explained in section 2 with the help of CNN technique. 

3.2 Object detection 

Object detection also termed as object recognition [6] aims at determining 

and locating the object from an image and bounding the object with a box by 

its coordinates height and width and also determining the type and class of 

located object in the image. Object detection was the foremost step in visual 

recognition activity. It can be classified further into two forms, single class 

object detection and multiclass object detection. In single class object 

detection, we take a single instance of the class from an image whereas in 

multiclass object detection, the classes belonging to all the objects in an image 

are taken. There are many challenges that need to be handled in this task 

such as face recognition, determining a distorted pattern in a picture etc.  

Deep CNN is a widely used algorithm for object identification after the 

deformable part model [5]. With deep learning based architecture support 

vector machine, we can split up the image into many classes and then the 

presence of an object can be found. For fast object identification, we can use 

Recurrent Neural Network. The concept of the region with CNN is proposed 

in [31]. Detailed explanation of object detection using CNN is given in [24]. 

3.3 Object tracking 

Object tracking is a crucial task in computer vision that involves the 

process of tracking a moving object which could be a human being, a vehicle 

or a ball across a series of frames. Multi Object Tracking (MOT) [24] aims at 

analyzing the videos to locate and track objects related to various categories 

say vehicle, humans or animal without providing any previous information 

about the appearance and number of objects present in the input video.MOT 

algorithms allot a target id to each object, if an object moves away from the 

frame the id is dropped and if a new object appears a unique identifier is 

allotted to it. Still, there are many challenges to this process as the object 

looking similar cause the model to switch the id‟s or an object may disappear 

when it gets hidden behind other object or may appear in later frames [8]. 

Object Tracking has a vital part in resolving several computer vision tasks 
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including autonomous cars, vehicular pattern recognition, crowd behavior 

analysis and many more. 

3.4 Semantic image segmentation 

Semantic segmentation also referred to as pixel-level classification of the 

image. In earlier techniques, a rounded box on the object of the image was 

used to locate the object so the accurate idea of the object shape cannot be 

determined. In semantic image segmentation, every pixel of the image is 

allotted with a class, and that part of image is clustered, which belongs to the 

same class of object.  The process of image segmentation is done in two parts: 

classification and detection. Classification treats each image as it belongs to 

the same category and detection localize and recognize the object. For a 

detailed explanation, refer to the literature [9]. Semantic image segmentation 

covers a broad range of applications, such as land use classification and land 

cover classification [26], facial segmentation, for autonomous driving, 

precision agriculture. 

Table 1. Applications of deep learning discussed in various research article. 

Technique Application Reference 

CNN+DBN+AE Image Classification [11][12] 

CNN, AE Object Detection [6][24][33] 

CNN, RBM Object tracking [24][8][34] 

CNN Image segmentation [26][9] 

Table 2. Showing the comparison of various Deep Learning methods. 

Techniques Details Pros  Cons 

Convolution 

Neural 

Network 

CNN performs 

better with 2D 

data. Due to its 

filter in the 

convolution layer it 

transforms the 2D 

data into 3D [28]. 

Uniform to 

transformation. 

CNN Provides 

more better and 

accurate result 

than other 

machine learning 

Heavily 

depends upon 

labeled data.  

Requires 

more 

computing 

power. 
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techniques. 

Deep Belief 

Network 

This network can 

learn in 

unsupervised 

manner. Hidden 

layer of each sub 

layer work as 

visible layer for the 

next layer [27]. 

More robust in 

classification of 

input image in 

terms of size 

position and color 

etc. [29]. Model 

can be pre-

trained in an 

unsupervised 

manner. 

More 

computation 

complexity for 

training the 

network 

Using the 

greedy 

approach. 

Features are 

learned layer 

by layer. Does 

not  re-adjusts 

its lower-level 

parameters. 

Restricted 

Boltzmann 

Machine 

Generative model 

that is used to 

model unknown 

distribution of data 

(image, text etc.) 

Can be stacked 

up to create DBN 

and hence 

provide better 

computational 

power. Better 

than autoencoder 

in terms of 

ignoring random 

noise in training 

data [29]. 

Estimating 

the partition 

function 

efficiently is 

hard. They 

are tricky to 

train well. 

Autoencoder It uses 

unsupervised 

learning and 

designed mainly for 

reducing the 

dimension of the 

input. 

Easy to train in 

real time i.e. 

unsupervised 

learning  

Pre-training 

is required 

and while 

training it 

may lose some 

data [28]. 

Table 2 compares all the Deep learning methods mentioned in the paper. 
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This table provides the basic detail of all the methods, their pros and cons. It 

can help in choosing one of the methods while applying them on one of the 

above mentioned applications. 

4. Conclusion and Future Scope 

The concept of deep learning has grown infinitely primarily due to its 

application in the area of computer vision. Various techniques that are 

discussed in this paper, namely, CNN, DBN/RBM and Autoencoder have 

achieved excellent performance in several computer vision tasks that includes 

object detection, Image Classification, object tracking and semantic image 

segmentation. 

As shown in table 2 there are various categories based on which the 

methods mentioned in this paper can be compared, each technique is useful 

in some and lacks in other categories, such as CNN is uniform to 

transformation, but it heavily depends upon labelled data and requires more 

computing power. Feature learning is supervised in CNN, whereas DBN and 

Autoencoder can learn automatically based on given input data, i.e. in an 

unsupervised manner. Talking about the training efficiency, the Autoencoder 

can be trained in real-time easily whereas CNN and DBN need more 

computations for training purpose. But autoencoder needs the pre-training. 

While comparing RBM and autoencoder, RBM performs better in ignoring the 

random noise in the training data. However, all of the methods are good at 

generalization. 

This paper introduces many deep learning methods, their application and 

concludes with the comparison of various methods. Many researches in deep 

learning have been reported until now, and there is considerable scope for 

further advancement. There are potential applications in social life like in 

healthcare sector, medical imaging system, forensic analysis, navigation, 

remote sensing and many more. 

This paper gives an idea to new researchers to make use of existing 

methods of deep learning and explore more in this field. 
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