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Abstract 

Nowadays, sentimental analysis plays an important role in healthcare domain. Diabetes is 

one of the healthcare problem should be analyzed to understand people’s sentiments. This paper 

represents a novel improved ensemble classifier (IEC) to analyze tweets in twitter. Nearly, 

145713 tweets are collected to analyze the performance of the algorithm. Numerous machine 

learning techniques are applied to analyze the classification performance. This approach detects 

to classify tweets using proposed ensemble method. The effectiveness of the proposed algorithm 

is compared with state-of-the art approaches such as bagging, boosting and stacking.  

I. Introduction 

The diabetes diseases are growing from new born baby to old men and 

women. It is given important significance when comparing with other 

diseases such as cancer, asthma and chronic disease. The survey of recent 

reports results that adults of age over 18 improves the percentage of diabetes 

from 4 percentages to 8 percentages [3]. There exists different kinds of 

diabetes can lead to morality so it is needed to educate people about diabetic 

[4] awareness and initiate measures to improve human life. Diabetes drugs 

related post helps people to learn positive opinion and negative opinion about 

drugs. This suggest people best diabetic drug and reduce the risk of mortality. 

To support, diabetic patient and develop a positive thought which reduce the 

complex factors.  
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All age group people share their opinion in Internet. People using social 

media [7] is improving during last few decades. Twitter [15] allows people to 

share their posts and make a social talk with their group and public. People 

can share their opinions in any topics such as politician for next elections, 

about sports, education and health care sectors. Twitter also allows 

extracting the tweets posted by users. Mining in health related data effective 

to support health care peoples [17] and improve the patient self-support. 

Furthermore, [5] studies conclude social media act as mediator to reduce the 

risk factors among patients. Social media offers an emotional support to 

share their opinions and lead a stress less life [6]. Due to this, health care 

issues are initiated aimed at opinion of people about diabetes using social 

media. This updated a real- time issues for the people about diabetes and its 

types to people. Traditional sentiment analysis confined on binary 

classification problem only. This paper aims to highlight the effectiveness of 

ensemble in machine learning and performance improvement than 

traditional approaches. The effectiveness of the algorithm is compared with 

other traditional ensemble approaches [18]. This paper is described as follow: 

Section 2 describes the review of related works, section 3 explains the 

methodology and finally section 4 illustrates the experimental results.  

II. Related Work 

Usage of social media is improving people’s interest to share disease-

related messages online. Survey suggest that small quantity of tweets during 

the short period of time is analyzed [1, 2] in twitter by health sectors to collect 

information about diabetes. The studies are unaware about the evolution of 

large-scale [16] conversation on twitter. Twitter [12] have analyzed content 

and profile about users with huge amount of diabetes related has tags. The 

supervised classifier in machine learning techniques such as Support Vector 

Classifier (SVC) and entropy proposes an approach and identify the factors 

about user. The practice of posting message [7] in twitter has great impact of 

all types of people. The survey [8] also states the usage of smart phone and 

internet is increased exponentially people sharing their opinion also 

increases. Mining twitter data [9] to analyze health issues about food. 

Sentiment analyses of twitter data suggest the physical and mental condition 

of people [10]. So, classification of this text is very important [11]. Machine 
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learning techniques have been applied for sentimental analysis. Authors used 

[14] SVM, NB and RF for classification sentiments mobile review. In recent 

years, studies focused in ensemble approaches to improve the accuracy. This 

paper focused on improved ensemble approach to increase the effectiveness of 

classifier.  

III. Methods 

This section represents the different methods for the proposed IEC model. 

It consists of three phases such as data collection, data pre-processing and 

description about the proposed work.  

3.1 Data Collection: Data is collected from twitter API using python 

coding. Searching keywords such as Diabetes as DB, Type 1 diabetes (TP1D), 

Type 2 diabetes (TP2D), Gestational Diabetes (GD), Young Diabetes (YD) are 

given as tags to search the queries. The data received in unstructured format 

is converted to structured format as user understandable format. The 

structured data are analyzed to determine the sentiments of users about 

diabetes.  

Table 1. Dataset Description. 

Dataset Name Class No of Tweets 

DB 5 100000 

TP1D 5 14157 

TP2D 5 10259 

YD 5 7886 

GD 5 7600 

3.2 Data Pre-Processing: The process of breaking tweets to tokens is a 

process of tokenization. Breaking the sentence into words is significantly 

necessary. White space is removed and each individual word is considered as 

tokens. Punctuations are removed in this process. Certain sentences also 

contain digits, comma, brackets and other symbols those symbols are 

removed. Remove stop-words, punctuations and other extra symbols from 

text. The following represents an example to represents the preprocessed 

tweets. 
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3.3 Classification Model: This section focuses to categorize the tweets 

using proposed ensemble model. It proposes by integrating numerous models 

based on the weight and threshold. This approach allows the creation of 

improved ensemble classifier (IEC) to improve the accuracy performance.  

 

Figure 1. Proposed Ensemble Classification Model. 

Algorithm: IEC 

Input: Pre-processed tweets 

Output: Tweets Sentiments 

For each tweets=1 to M do 

If p>=0.5 then 

Label=SP 

Else if p<=0.5 

Label=P 

Else if P<=-0.5 

Label =SN 

Else if P>-0.5 

Label =N 

Else 

Label =Neutral  

Use L to generate for different classifier Calculate weight  
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Figure 1 describes the flow of the proposed diabetes tweets analyzing 

method using IEC. SP represents strong positive of tweets based on the 

polarity of tweets p. Similarly, label P represents positive sentiment of 

tweets, SN represents strong negative of tweets, N represents negative 

sentiment, SN represents strong negative sentiments. Weight W value of the 

classifier is calculated based on the threshold. Choosing the best classifier is 

identified by Bi. If the accuracy value is greater than 0.90 percentages the 

threshold (T) value is set to maximum of 0.5 similarly the T value is 

minimized based on the accuracy. W represents the weight multiplication of 

classifier threshold CA_T and probability of weight PB. Classifier which has 

the high weighted values is taken to ensemble classifier. These classifiers are 

appended to validate the test results.  

IV. Experimental Analysis 

This section represents the results of the extracted tweets using 

multiclass machine learning techniques such as Random Forest (RF), Logistic 

Regression (LR), K-Neighbor classifier (KNN), Support Vector Classifier 

(SVC). Classification of tweets represents the sentiments of tweets 0 for 

neutral, 1 for positive and 2 for strong positive, 3 for negative and 4 for strong 

negative. The overall weight is the multiplication of probability of weight and 

applying the weight based on threshold. 
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Table 2. Classification Results for DB tweets. 

Multiclass 

Model 

Accuracy Probability 

weight 

Weight 

based T 

Overall 

weight 

IEC 

RFC 0.94 0.5 0.5 0.25  

LRN 0.96 0.5 0.5 0.25 0.98 

KN 0.89 0.5 0.4 0.25  

SVM 0.92 0.5 0.5 0.25  

NB 0.90 0.4 0.5 0.20(E)  

Table 3. Classification Results for TP1D tweets. 

Multiclass 

Model 

Accuracy Probability 

weight 

Weight 

based T 

Overall 

weight 

IEC 

RFC 0.94 0.2 0.5 0.1  

LRN 0.92 0.2 0.5 0.1  

KN 0.83 0.1 0.5 0.05(E) 0.96 

SVM 0.95 0.2 0.5 0.1  

NB 0.88 0.2 0.4 0.08(E)  

Table 4. Classification Results for TP2D tweets. 

Multiclass 

Model 

Accuracy Probability 

weight 

Weight 

based T 

Overall 

weight 

IEC 

RFC 0.92 0.2 0.5 0.1  

LR 0.90 0.2 0.5 0.1  

KNN 0.82 0.2 0.4 0.08(E) 0.94 

SVM 0.93 0.2 0.5 0.1  

NB 0.85 0.2   0.4 0.08(E)  
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Table 5. Classification Results for YD tweets. 

Multiclass 

Model 

Accuracy Probability 

weight 

Weight 

based T 

Overall 

weight 

IEC 

RFC 0.92 0.2 0.5 0.1  

LR 0.97 0.2 0.5 0.1  

KNN 0.95 0.2 0.5 0.1 0.99 

SVM 0.95 0.2 0.5 0.1  

NB 0.96 0.2 0.5 0.1  

Table 6. Classification Results for GD tweets. 

Multiclass 

Model 

Accuracy Probability 

weight 

Weight 

based T 

Overall 

weight 

IEC 

RFC 0.90 0.2 0.5 0.1  

LR 0.89 0.2 0.4 0.0.8(E)  

KNN 0.80 0.2 0.4 0.0.8(E) 0.93 

SVM 0.90 0.2 0.5 0.1  

NB 0.83 0.2 0.4 0.0.8(E)  
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Figure 2. Comparison of accuracy metrics of existing and proposed approach. 

 

Figure 3. Accuracy of different algorithms. 

Table [2-6] describes the classification accuracy of the proposed model 

and existing model. The traditional machine learning for multiclass 

classification techniques are applied. The E represents the elimination of the 

classifier due to low weight. In table 2, NB classifier is removed and other 

classifier such as RFC, LR, KN and SVM are selected for ensemble 

classification. Similarly, table 3 explains KN and NVB classifier model are 

removed and other models are taken for ensemble prediction. In table 4, KN 

and NB are removed and other classifiers are added to ensemble. Table 5 all 

the model is chosen for YD tweets since all classifier models have equal 

weight. In table 6, LR, KN and NB are removed classifier for ensemble. The 

overall model results suggest that NB model does not perform well due to 

obtaining low weight. Figure 2, illustrates the accuracy metrics for multiclass 
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classification approaches IEC classifier performs better compared with other 

classifier approaches. Figure 3 explains the state-of-the art approaches 

compared with IEC classifier it performs better.  

V. Conclusion 

Sentimental analysis is a challenging task for analyzing real-time data. 

However, in this paper an IEC is proposed to analyze online tweets. This 

algorithm is capable of handling multiple classification approaches and 

improves the performance accuracy. From empirical results it is concluded 

that proposed ensemble model outperformed well in all classifiers in 

classification performance. It is also compared with other ensemble 

approaches like bagging, boosting and stacking IEC model performs superior 

in classification accuracy.  
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