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Abstract 

Picture fuzzy sets proposed by Cuong and Kreinovich have been proved an effective tool in 

handling the uncertainty of the multiple criteria decision making (MCDM) problems. In this 

study, we have proposed a new picture fuzzy entropy based on well-known Tsallis entropy and 

the properties are investigated in a mathematical framework. An example is employed to show 

the validity of the proposed entropy measure. In addition, we developed an algorithm based on 

TODIM (An acronym in Portuguess for interactive multi-criteria decision making) and proposed 

entropy for solving MCDM problems under the picture fuzzy environment and the criteria 

weights are completely known. The criteria weights play a vital role in the solution of MCDM 

problems. Finally, a numerical example of selecting the governor of Bajaj Finance Limited is 

made to illustrate the applicability and feasibility of the proposed approach. 

1. Introduction 

Atanassov [1] developed the concept of intuitionistic fuzzy sets (IFSs) 

theory based on the notion of fuzzy set by Zadeh [2]. The application of IFSs 

have investigated by many authors. A characterization of IFS namely picture 

fuzzy set (PFS) developed by Cuong [3] with positive  ,v  neutral  ,  

negative  ,  and refusal membership degree/grade  ,  respectively. He [3] 

studied basic operations laws and properties of PFS. Wei [4] proposed several 

processes to measure similarity between PFS. Peng and Dai [5] suggested an 
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algorithm for PFS based on new distance measure for the decision making 

process. Son [6] introduced some clustering algorithms while describing the 

benefits and reasons of using PFSs. Many previous studies have been used in 

the MCDM problems with picture fuzzy information [4, 7]. TODIM model was 

initially proposed by Gomes and Lima [8] based on the prospect theory. 

TODIM is a powerful tool widely used to handle with decision making 

problems under uncertainty and risk.  Many scholars have suggested some 

TODIM approaches [9-14]. Recently, PFS is a powerful method to deal with 

ambiguous, uncertainty and imprecise information in real-world situations. 

But until now, no research work has been done by many researchers for 

picture fuzzy numbers (PFNs) with entropy and TODIM method. In this field, 

a very less research is being done on the picture fuzzy entropy from 

probabilistic view-point like Hung and Yang [15] for IFSs. Thus it is 

necessary to pay abundant attention to overcome this problem. Various 

researchers expand TODIM method to MCDM with PFNs to overcome this 

limitation [17, 18].  

The prime objective of this contribution is as: (a) To develop a new 

entropy measure based on Tsallis entropy in picture fuzzy environment, (b) 

The proposed picture fuzzy information measure have been tested in a 

MCDM problem with TODIM model, (c) Finally, we made a practical example 

and a comparative study to verify the effectiveness of the proposed method.  

So as to achieve the aim of the paper is set out as follows. The work done 

by earlier researchers in the field, source of inspiration and aims to be 

achieved through this contribution are depicted in Section 1. Section 2 relates 

to present some introduction of basic concepts, definitions and a new family of 

picture fuzzy information measure corresponding to Tsallis entropy is 

proposed and validated. Further, to verify the feasibility of proposed picture 

fuzzy entropy measure on the basic of linguistic variables a practical example 

is used in section 3. At last, the paper is summed up with conclusions and 

future scope in Section 4. 

2. Preliminaries (Concepts and Methods) 

In this section, some needed basic definitions and concepts have been 

reviewed related to IFS and PFS over  .,,, 21 npppZ   
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Definition 2.1 [1].  An IFS G in Z is defined as: 

     ,:,, ZpppvpG iiGiGi   (2.1) 

where 

 1,0: ZvG  and  ,1,0:  ZG  

with     ,10  iGiG ppv  for all .Zpi   The numbers  iG pv  and 

 ,iG p  respectively, denote the membership and negative membership 

degree of set G. 

For each IFS G in Z, the number       Zpppvp iiGiGiG  ,1  

represents hesitancy degree of ip  in Z. Also,  iG p  is known as hesitancy 

degree or intuitionistic index. Obviously, when   ,0 iG p  that is 

   iGiG pvp  1  for all ,Zpi   IFS G alters an ordinary FS. 

Definition 2.2 [3].  A PFS G on set Z is an object of the form as: 

       ZppppvpG iiGiGiGi  :,,,   (2.2) 

where 

     ,1,0:,1,0:,1,0:  ZZZv GGG  

and        ,1,0,,  iGiGiG pppv  respectively, denote the positive, neutral 

and negative membership degrees of set G with the condition 

      ,10  iGiGiG pppv  for all .Zpi   Moreover, a degree of 

refusal membership  iG p  of ip  in G can be estimated accordingly as: 

       iGiGiGiG pppvp  1  (2.3) 

The neutral membership  iG p  of 
i

p  in G can be considered of positive 

membership as well as degree of negative membership whereas as refusal 

membership  iG p  can be explained as not to take care of the system. 

Obviously, when   ,0 iG p  then the PFSs reduce into IFS, while if 

    ,0,  iGiG pp  then the PFS becomes FS. 
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For convenience, the pair         iGiGiGiG ppppvG  ,,,  is called a 

PFN and every PFN is denoted by  ,,,,   v  where 

       1,0,1,0,1,0,1,0  v  and .1 v  

Sometimes, we omit   and in short, we denote a PFN as  .,,   v  

Definition 2.3 [3, 6]. Suppose  
111

,,1   v  and  
222

,,2   v  

be two PFNs. Then the Hamming distance measures of 1  and 2  proposed 

by is computed as follows: 

        
2121213

1
, 21   vvdH  (2.4) 

Definition 2.4. For every two PFSs G and H, Cuong et al. [3, 17] defined 

some operations in the universe Z as following. 

1. HG   iff            ;,,, iHiGiHiGiHiGi ppppppvZp   

2. HG   iff HGZpi  , and ;GH   

3.         ,, iHiGiHiG pvppvpvHG   and     ;Zppp iiHiG   

4.         ,, iHiGiHiG pvppvpvHG   and     ;Zppp iiHiG   

5. If HG   and PH   then ;PG   

6.   ;GG
cc   

7.        .,,co ZppvpppGG iiGiGiGi
c   

In order to compare two PFNs, we introduce the following comparison 

laws. 

Definition 2.5 [19]. Let  
111

,,1   v  and  
222

,,2   v  be 

two PFNs.    2,1 iH i  be the accuracy degree and score    2,1 ii  be 

the score function values of 1  and ,2  respectively then: 

 If score    21  score  then ;21   

 If score    ,21  score  then 
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(a) If    ,21  HH  implies that 2  is superior to ,1  denoted by ,21   

(b) If    ,21  HH  implies that 1  is equivalent to ,2  denoted by .21   

Definition 2.6. Wang et al. [19] introduced some laws for any PFNs 

   .,,,,,
222111 21   vv  

(1)       ;111,,
21212121 2121   vvv  

(2)    nnnn vvv
1111

11,
11    for .0n  

2.1. Fuzzy Entropy for Picture Fuzzy Sets 

In the context of FS-theory, the fuzzy entropy is a measure of 

uncertainty/fuzziness of a FS and denote the degree of fuzziness of a FS. De 

Luca and Termini [20] proposed the fuzzy entropy and a set of axioms. A 

measure of fuzziness in a FS should have the following four axioms: 

Definition 2.7. A real function   ,0Ê  is called fuzzy entropy if it 

satisfies the following properties: 

A1 (Sharpness): For all     0ˆ,  GEZFSG  is minimum iff G is crisp set. 

A2 (Maximality): The value of  GÊ  is maximum iff G is the most fuzzy set. 

A3 (Resolution):    ,ˆˆ  GEGE  where G  is the sharpened version of G. 

A4 (Symmetry):    ,ˆˆ cGEGE   where cG  is the complement set of G. Since 

for an IFS, ,1v  therefore, considering  ,,v  as probability 

distribution, Hung and Yang [15] extended the concept of Luca and Termini 

[20] to introduce a new entropy for IFSs given by 

Definition 2.8 [15]. A real valued function     ,0: ZIFS  is called 

an entropy on IFS if it holds the following four properties: 

(I1) Sharpness:    0G  is a crisp set. 

(I2) Maximality:   ,1 G  that is, attains maximum value    iGiG pvpv   

  ,
3

1
 iG p  for all Zpi   
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(I3) Symmetry:    ,cGG   where cG  is the complement of set G. 

(I4) Resolution:     HG vveiHGHG  .,.,  and HG v  for max 

 
3

1
, HHv  and HG vv   and HG   for min   .

3

1
, GHv  

Since, PFSs defeat over the IFSs having four components in its complete 

representation, that is   ,,,v  satisfying the conditions 1,,,0  v  

and .1v  Thus by considering the four parametric 

characterization of PFSs,   ,,,v  can be regarded as a probability 

measure. This implies that value of entropy should be maximum of all 

components are equally abundent and should be zero if only one component is 

present.  

Keeping these concepts in mind, we now demonstrate a new axiomatic 

definition of entropy for PFSs as an extension proposed by Hung and Yang 

[15] as follows: 

Definition 2.9. A real function     ,0: ZPFSsen  is an entropy on 

PFS if En holds the following four axiomatic requirements:  

(P1) Sharpness:   GGen  0  is a crisp set. 

(P2) Maximality:   ,1Gen  that is, attains maximum value 

        ,
4

1
 ienienienien ppppv  for all .Zpi   

(P3) Symmetry:    ,cGenGen   where cG  is the complement of G. 

(P4) Resolution:    HenGen   if G is less fuzzy than F, that is 

HGHG vv  ,  and HG   for max  
4

1
,,  HHHv  and 

HGHG vv  ,  and HG   for min   .
4

1
,,  HHHv  

In the next section, keeping these concepts in mind, we proposed a new 

picture fuzzy information measure based on Tsallis entropy. 

2.2. A New Parametric Mearure for PFSs 

Let     


n

i iinn npppppZ
121 2,1,0:,,,   be a finite 
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set of complete probability distribution. For some ,nZ   Tsallis [21] 

entropy given by 

 
 

 
















 






n

i

ii ppZM

1
1

1
  (2.5) 

where  .10   

Particular Cases: 

1. If ,1  (2.5) recovers the Shannon [22] entropy, 

i.e.,      


 

n

i

ii ppZM

1

1 .loglim  

2. If    ,1
1

1
,

1 1
21 


 

 nZM
n

ppp n  which is an upper 

bound for  .ZM  

3. If ,2  (2.5) becomes 

    ,

1

2
12














 





n

i

ippZM  

which is an interesting entropy for probability distribution .nZ   

With the characterization of the theory of FS by Zadeh [2], a new way of 

quantifying the uncertainty/fuzziness came into existence. Zadeh [23] 

proposed a new fuzzy information measure but this measure failed to serve 

the purpose. Following on, Luca and Termini [20] proposed a set of axioms as 

criteria for fuzzy entropy and proposed a new fuzzy information measure 

based on Shannon entropy given by: 

              ,1log1log
1

1

22













 



n

i

iGiGiGiGLT pvpvpvpv
n

GM  (2.6) 

where  ZFSG   and .Zpi   This development investigated the authors to 

propose fuzzy information measure according to their view points. Analogous 

to (2.6), Bhandari and Pal [24] extended the idea of Renyi [25] entropy from 

probabilistic setting to fuzzy settings to introduce a new fuzzy information 

measure given by 
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 
 

      







n

i

w
iG

w
iGBP pvpv

wn
GM

1

2 .1log
1

1
 (2.7) 

The idea of Bhandari and Pal [24] was further generalized to IFSs by Hung 

and Yang [16] to introduce a new intuitionistic fuzzy entropy given by 

 
 

       








n

i

iGiGiGHY pppv
n

GM

1

2 ;log
1

1
where  .1,0 (2.8) 

Keeping these concepts in mind, we introduced a new information 

measure for PFSs by extending the idea of Vlachos and Sergiadis [16] from IF 

setting to picture fuzzy setting in next subsection. 

Definition 2.3. For any ,PFSsG   we define 

 
 

          



 




n

i

iGiGiGiG ppppv
n

GM

1

.1
1

1
 (2.9) 

Particular Cases: 

1. If ,1  then (2.9) becomes a new picture fuzzy entropy, which is an 

extension of Vlachos and Sergiadis [16] IF entropy as: 

               


 

n

i

iGiGiGiGiGiG pppppvpv
n

M

1

222 logloglog
1

 

    .log2 iGiG pp   (2.10) 

2. If 1  and   ,0 iG p  then (2.9) becomes Vlachos and Sergiadis [16] 

entropy as: 

          


 

n

i

iGiGiGiG pppvpv
n

M

1

22 loglog
1

 

    .log2 iGiG pp   (2.11) 

3. If   0 iG p  (neutral membership), then PF entropy reduces to IF 

entropy. 
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i.e.,  
 

        



 




n

i

iGiGiG pppv
n

GM

1

.1
1

1
 (2.12) 

2.3.1. Justification 

Before proving the validity of proposed measure, firstly, we will prove the 

following property. 

Property 2.1. Under the condition 4P  we have 

       
4

1

4

1

4

1

4

1
 iGiGiGiG ppppv  

       
4

1

4

1

4

1

4

1
 iHiHiHiH ppppv  (2.13) 

and 

       
2222

4

1

4

1

4

1

4

1





 





 





 





  iGiGiGiG ppppv  

        .
4

1

4

1

4

1

4

1
2222






 





 





 





  iHiHiHiH ppppv  (2.14) 

Proof. If        iHiGiHiG pppvpv  ,  and    iHiG pp   with 

      iHiHiH ppvpv  ,,max
4

1
 then      iGiHiG ppvpv  ,

4

1
 

     
4

1
,

4

1
 iHiGiH ppp  and    

4

1
 iHiG pp  which shows 

that (2.13) and (2.14) hold. Similarly, if        ,, iHiGiHiG pppvpv   

   
4

1
 iHiG pp  with        

4

1
,,max  iHiHiH pppv  then (2.13) 

and (2.14) hold. Szmidt and Kacpryzk [26] developed the distance measure  

between two IFSs. The Euclidean distance or Hamming distance measure are 

two popular distance measures used to calculate the distance between two 

IFSs. Since, PFSs are the generalization of IFSs having four parameters 

 ,,,, v  thus, extending the idea of distance measure from IFSs to PFSs, 

it may be concluded from property (2.1) PFS H is closer to maximum value 









4

1
,

4

1
,

4

1
,

4

1
 than PFS G. 
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Theorem 2.1. Proposed measure (2.9) is a valid picture fuzzy measure for 

PFSs. 

Proof. To establish (2.9) as a valid entropy measure for PFSs, we prove 

that it obey the axioms in definition (2.9). 

P1: Let G is a crisp set having membership values either   ,1iG pv  and 

      0 iGiGiG ppp  or   ,1 iG p  and       0 iGiGiG pppv  

or   1 iG p  and       0 iGiGiG pppv  or   1 iG p  and 

      .0 iGiGiG pppv  

          .01 


iGiGiGiG ppppv  

Since     .0,10   GM  

Conversely, if   ,0 GM  we have 

          .01 


iGiGiGiG ppppv  

Since  10   this is possible only in the following cases: 

1. either   0iG pv  and       0 iGiGiG ppp  or 

2.   ,1 iG p  and       0 iGIGiG pxpv  or 

3.   0 iG p  and       0 iGIGiG pxpv  or 

4.   1 iG p  and       .0 iGiGiG pppv  

From all the above cases, G is a crisp set if and only if    .0 GM  This 

proves (P1). 

P2: Since         ,1 iGiGiGiG ppppv  to obtain the maximim 

value of picture fuzzy entropy  ,GM  we write    iGGGG pvvg  ,,  

    1 iGGiG pp  and taking the Lagrange’s multipliers , we 

construct the Lagrange’s function as: 

     .,,,,,,,, GGGGGGGGGGG vhvMvG  
  (2.15) 

To obtain the maximality of   ,GM  differentiating (2.15) partially with 

respect to MMMMv  ,,,  and  and put them equal to zero, we get 
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        .
4

1
 iGiGiGiG ppppv  It can be easy to calculate that all 

the first order derivative becomes zero, we get      iGiG ppv  

    .
4

1
 iGiG pp  The stationary point of  ,GM  is      iGiG ppv  

    .
4

1
 iGiG pp  Now, we prove  GM  is a concave function at the 

stationary points with the help of Hessian matrix. 

Definition 2.10 (Hessian). The Hessian matrix of a function 

 4321 ,,, xxxx  of four variables is given by 

    .

2
4

2

43

2

42

2

41

2

34

2

2
3

2

32

2

31

2

24

2

23

2

2
2

2

21

2

14

2

13

2

12

2

2
1

2



































































































xxxxxxx

xxxxxxx

xxxxxxx

xxxxxxx

HEN   (2.16) 

The function  is said to be strictly convex at a point in its domain if 

   HEN  is positive definite and strictly concave if    HEN  is negative 

definite and The Hessian of  GM  is given by 

    
 

,

1000

0100

0010

0001

1


























 n

l
GMHEN  (2.17) 

which is negative definite for all  ,10   where    .41 2l  Thus, 

 GM  is strictly concave function for all  10   having its maximum 

value at stationary point         .
4

1
 iGiGiGiG ppppv  

P3:  Since,  GM  is a concave function of  ,ZPFSG   with maximum 

value at stationary point, then if          ,
4

1
,,,max  IGiGiGiG xpppv  
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then        iHiGiHiG pppvpv  ,  and    iHiG pp   implies 

    .
4

1
 iHiG pp  Therefore, by using property (2.1), we see that  GM  

satisfies the condition P4.  

Similarly, if        ,
4

1
,,min  iGiGiG pppv  then    ,iHiG pvpv   

   iHiG pp   and    .iHiG pp   

Again, by using property (2.1), we see that  GM  satisfies condition .4P  

P4: For any PFS,    ,cGMGM    which is clear from the definition. 

Theorem 2.2. For any two  ,, ZPFSHG   such that for all Zpi   

either HG   or ;GH   then, 

       .HMGMHGMHGM     (2.18) 

Proof. To prove theorem (2.2), seperate Z into two parts say 1Z  and ,2Z  

such that 

 ,:1 HGZpZ i   and  HGZpZ i  :2  (2.19) 

            1,, Zppppppvpv iiHiGiHiGiHiG   (2.22) 

            .,, 2Zppppppvpv iiHiGiHiGiHiG   (2.21) 

Now  
 

       



 




n

i

iHGiHG ppv
n

HGM

1

1
1

1
  

      
 iHGiHG pp   (2.22) 

 
         






1

1
1

1

Z

iHiHiH pppv
n

 

 
        .1

1

1

2

 





Z

iGiGiH pppv
n

 (2.23) 

Similarly, we get 
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 
 

         
 




1

1
1

1

Z

iGiGiG pppv
n

HGM   

 
         






2

1
1

1

Z

iHiHiH pppv
n

 (2.24) 

Now, adding (2.23) and (2.24), we have 

       .HMGMHGMHGM     (2.25) 

This proves the theorem. 

2.3.2. Practical example 

This section presents a simple example involving linguistic variables to 

demonstrate the evaluation of proposed entropy measure  M  for PFSs. 

Example 1. Let us consider a PFS 1G  in  7,6,5,4,3Z  is defined as 

     ,1.0,2.0,6.0,5,2.0,5.0,3.0,4,4.0,4.0,1.0,31G  

   .1.0,2.0,5.0,7,1.0,1.0,8.0,6  

Then the modifier for the PFS 

       ZppppvpG MMM  ,,,  

in Z is given by 

              .11,,, ZpxxpppvpG
n

M
n

M
n

M
n

MM
n   (2.26) 

Based on the operations Wang et al. [19] in equation (2.26), we have: 

   ,1056.0,7071.0,1873.0,4,2254.0,6325.0,0747.0,32

1

1 G  

   ,0513.0,3162.0,6325.0,6,0513.0,4472.0,4472.0,5  

 ,0513.0,4472.0,3894.0,7  

       ,19.0,01.0,8.0,6,19,04.0,6.0,5,36.0,25.0,39.0,4,64.0,16.0,09.0,32
1 G  

 19.0,04.0,45.0,7  

   ,4880.0,1250.0,3870.0,4,7840.0,0640.0,0610.0,33
1 G  
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   ,2710.0,001.0,7280.0,6,2710.0,0080.0,5040.0,5  

 ,2710.0,0080.0,3350.0,7  

   ,5904.0,0625.0,3471.0,4,8704.0,0256.0,0369.0,34
1 G  

   ,3439.0,0001.0,6560.0,6,3439.0,0016.0,4080.0,5  

 .3439.0,0016.0,2385.0,7  

By considering the classfication of linguistics variables are given by Wang 

et al. [19], we can regard the PFS 1G  a “LARGE” on Z. Correspondingly, to 

PFSs 3
1

2
1

2

1

1 ,, GGG  and 4
1G  can be treated as “Less or More High”, “Very 

High”, “Quite Very High”, “Very Very High”, respectively. 

Intuitively, from 2

1

1G  to ,4
1G  the loss of information hidden in them 

become less. The entropy conveyed by them increasing. So the following 

relation holds for good performance: 

         .4
1

3
1

2
11

2

1

1 GMGMGMGMGM   (2.27) 

Table 1. Picture Fuzziness values with proposed Entropy at different values 

of . 

Entropy 2

1

1G  1G  2
1G  3

1G  4
1G  

2M  0.3624 0.3813 0.3613 0.3537 0.3361 

3M  0.2820 0.2871 0.2799 0.2746 0.2640 

4M  0.2279 0.2277 0.2236 0.2210 0.2132 

5M  0.1898 0.1878 0.1853 0.1839 0.1776 

6M  0.1618 0.1595 0.1580 0.1570 0.1518 

7M  0.1405 0.1384 0.1374 0.1368 0.1324 
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8M  0.1240 0.1221 0.1215 0.1211 0.1173 

9M  0.1107 0.1092 0.1088 0.1086 0.1053 

10M  0.0999 0.0987 0.0985 0.0984 0.0956 

For  ,140   the proposed PF entropy measure satisfies 

         .4
1

3
1

2

1

1
2
11 GMGMGMGEMGM    That is, PFS 1G  will 

be assigned more entropy than the PFS 2

1

1G  when entropy measures  1GM  

is applied. But for ,4  the proposed PF entropy follows the ranking orders 

is listed below. 

         .4
1

3
1

2
11

2

1

1 FMGMGMGMGM    

From table 1, we observe that proposed entropy measure with linguistic 

variables for values of  greater than 4 is more reliable and suitable to 

exhibit the degree of fuzziness of PFS. 

2.4. Picture Fuzzy Multicriterion Decision Making Based on 

TODIM Method 

The MCDM method with picture fuzzy environment is to verify the best 

choice from a set of alternatives which are calculated based on a collection of 

criteria, where the evaluation terms are PFN given by DMs. We try to 

introduce a Picture fuzzy TODIM approach to solve the MCDM problem, 

based on the proposed entropy measure for PFSs. To show validity and 

practical reasonability, we apply proposed measure in a MCDM problem 

involving partially known information for criteria weights for alternatives in 

picture fuzzy information. 

TODIM Method 

The essential steps for the new Picture fuzzy TODIM approach are briefly 

as follows: Consider  mfffB ,,, 21   and  ngggG ,,, 21   is a set of 

alternatives and criterion, respectively. Let ijdD   be a picture fuzzy 

decision matrix, where ijd  denotes the preference information of the 
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alternatives if  with respect to the criterio jg  is expressed in terms of PFN 

  .1,1;,, njmivd ijijijij   The MCDM problem with PFNs depicted 

in picture fuzzy matrix as: 

   nmijdD  

     

     

     
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nnn

vvv

vvv

vvv

ggg

f

f

f
n

m 










 (2.28) 

Step 1. Transform the decision matrix   nmijdD   into a normalized 

Picture fuzzy decision matrix is symbolized by ijq  as follows: 

 








criteria benefit costfor 

criteria costfor ,

ij

c
ij

d

dneg
q

ij
 (2.29) 

where    ijijijij vdneg ,,   denotes the complement of .ijd  Then, we obtain 

a new Picture fuzzy decision matrix   .nmijqD 
   

Step 2. Determination of Completely known criteria weights 

To calculate the criteria weights, we developed a technique based on the 

proposed entropy measure. By minimizing the sum of all information amount 

under all attributes, we can construct the following models. 

  
 



n

j

m

i

ijj vMwTMin

1 1

ˆ  

 
          

 







m

i

n

i

iGiGiGiGj ppppvw
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1 1

.1
1

1
 (2.30) 

such that  


n

j
jj wnjw

1
1;,,2,1,0   where T denotes the set of all 

whole information about criteria weights and  ijvM  is the information 

measure calculated by our proposed measure. 
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Now, we determine the relative weight of each criterion jG  based on the 

weights of criteria  Tnwwww ,,, 21   as: 

,,,2,1,, nrj
w

w
w

r

j
jr   (2.31) 

where jw  is the weight of the criterion  nrj wwwwG ,,,max 21   and 

.10  jrw  

Step 3. With equation (2.31), compute the measurement of dominance 

degree of if  over each alternative jf  concerning each criterion jg  by the 

following mathematical model: 

 

 

 










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
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
























,0if

,
1

0if,0

0if
,

,

1

1

1

1

1

1

1

1

jtij
jr

jtijH

n

j
jr

jtij

tijn

j
jr

jtijHjr

tij

qq
w

qqdw

qq

qq

w

qqdw

ffZ

j

 (2.32) 

where  
jtijH qqd

1
,  is to measure the distance between the two PFNs. ijq  

and 
jtq

1
 and the parameter 0  denotes the attenuation factor of the 

losses. By definition if ,
1 jtij qq   then  

1
, tij ffZ  signifies a gain; ,

1 jtij qq   

then  
1

, tij ffZ  represents a loss. 

Step 4. Compute the dominance degree matrix of each alternative ,if  

with respect to the each criteria jg  is shown below: 

  

   

   

    












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







 

0,,
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,,0

,
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212

121
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1
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







ffZffZ

ffZffZ

ffZffZ

ggg

f

f

f

ffZZ

mjmj

mjj

mjj

m

m

mmtijj  (2.33) 

Step 5. Compute the totally dominance degree of each alternative if  

under the criterion jg  with respect to another alternatives  mtft ,,2,111
  
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as follows: 

   




m

t

tijtij ffZff

11

11
,,  (2.34) 

Therefore, by equation (2.34), the overall dominance degree matrix can be 

obtained as: 

  
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Step 6. Finally, compute the overall value or dominance degree of each 

alternative if  by the following formula: 

 

   

   

,

,min,max

,min,

11

1 1

1

1

1
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1 1
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
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 
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 

m

t

tiji

m

t

tiji

m

t

m

t

tijitij

i

ffZffZ

ffZffZ

f  (2.36) 

where   .10  if  On the value of  ,if  the rank of each alternative if  is 

dependent. The bigger the value of  if  is, the better the alternative if  is. 

Finally, the measures computed by (2.36) permit the order ranking of all 

alternatives. 

3. Results 

3.1. The Application of Picture Fuzzy TODIM Approach 

Bajaj Finance Limited (BFL) is the most profitable and broadened non-

bank in India with a wide arrangement of items spread across consumer, 

SME (Small and Medium-sized enterprises) and wealth management as well 

as commercial lending. BFL which was formed in 2007 is the holding 

company in the area of financial services for the business managing. It serves 

a large number of consumers in the financial services space by providing 

solutions for resource obtaining through general insurance, financing, income 

and family protection in the form of medical and life insurance. Based on 
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some preparatory work, BFL makes further efforts in many areas. A problem, 

which has obtained a lot of attention in the whole country, is the choice of the 

governor of BFL, which considers a MCDM problem. For this purpose, we put 

this problem in the MCDM environment and simulate a decision making 

procedure of this choice problem. The choice of governor of BFL depends on 

some criteria, like management skill  ,1f  the ability of communicating  ,2f  

the ability of establishing stable financial mechanisms  ,3f  the degree of 

familiarity of governmental issues  ,4f  basic education  .5f  

Decision analysis with proposed method in Picture fuzzy 

environment 

Step 1. Construct a Picture fuzzy (PF) decision matrix D as: 

Table 2. PF-decision matrix. 

Decision 

value 
1g  2g  3g  4g  5g  

1f  (0.4,0.2,0.1) (0.6,0.1,0.1) (0.1,0.2,0.6) (0.4,0.1,0.4) (0.1,0.4,0.2) 

2f  (0.2,0.1,0.6) (0.4,0.3,0.1) (0.5,0.1,0.3) (0.4,0.3,0.2) (0.2,0.3,0.4) 

3f  (0.3,0.1,0.6) (0.2,0.4,0.2) (0.8,0.1,0.1) (0.1,0.4,0.2) (0.4,0.4,0.1) 

4f  (0.5,0.3,0.1) (0.5,0.2,0.2) (0.2,0.3,0.2) (0.2,0.1,0.6) (0.5,0.2,0.1) 

5f  (0.2,0.3,0.3) (0.2,0.6,0.1) (0.4,0.2,0.3) (0.6,0.1,0.1) (0.6,0.1,0.3) 

Step 2. Since 1g  and 4g  are cost criterion and 32 , gg  and 5g  are 

benefit criterion, the normalized matrix is shown in table 3. 

Table 3. PF Normalized decision matrix. 

Decision 

value 
1g  2g  3g  4g  5g  

1b  (0.1,0.2,0.4) (0.6,0.1,0.1) (0.1,0.2,0.6) (0.4,0.1,0.4) (0.1,0.4,0.2) 

2b  (0.6,0.1,0.2) (0.4,0.3,0.1) (0.5,0.1,0.3) (0.2,0.3,0.4) (0.2,0.3,0.4) 

3b  (0.6,0.1,0.3) (0.2,0.4,0.2) (0.8,0.0,0.1) (0.2,0.4,0.1) (0.4,0.4,0.1) 

4b  (0.1,0.3,0.5) (0.5,0.2,0.2) (0.2,0.3,0.2) (0.6,0.1,0.2) (0.5,0.2,0.1) 

5b  (0.2,0.3,0.3) (0.2,0.6,0.1) (0.4,0.2,0.3) (0.1,0.1,0.6) (0.6,0.1,0.3) 
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Step 3. The information on the weights is complete known. The partial 

information on attribute weights is listed in set T, 

 19.0,39.028.0,19.015.0,27.012.0 321  wwwT  

.30.015.0,42.0 54  ww  

The overall entropy of each attribute can be calculated by the equations below 

    
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5

1
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1
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1
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1

444333 ;6086.0;9253.0

i i i i

jjjj qMvKqMvK  

  
 

 

5

1

5

1

555 .9277.0

i i

jj qMvK  

The optimal model to compute the weights can be constructed as; 

54321 9277.06086.09253.08656.09857.0Min wwwwwT   

such that 













.5,4,3,2,1,0

5

1

jw

w

j

j

j
 

The weighting vector of the attribute can be obtained as: 

  .15.0,19.0,28.0,15.0,23.0
T

w  . 

Step 4. Determine the dominance of each alternative 
1t

f  over the 

alternative ft1 corresponding to each criterion  .5,4,3,2,1, 1 ti  Assume 

the value of .5.2  From the set of criteria and the decision matrix D, we 

can construct five dominance matrices as follows: 
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
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Step 5. Totaly dominance degree obtained as: 
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Step 6. Compute the overall dominance degree  if  of alternatives if  

using equation (2.36) 

          .2983.0,3397.0,9612.0,000.1,0000.0 54321  fffff  

Step 7. Ranking of the alternatives is 15432 fffff   and the 

result shows that 2f  is the most optimal choice of the governor of BFL. 

3.2. Comparative Analysis 

To present the comparative study, the same example was computed by 

using the methods in the existing literatures proposed by [4, 15, 18, 27] with 

same weight information as shown in table 4. 

Table 4. Ranking results for different Methods. 

Methods Ranking method Ranking 

Method proposed by 

Wei [4] 

Cross entropy 13542 fffff   

Method proposed by 

Amalendu et al. [18] 

New rankig method 13452 fffff   

Method proposed by 

Chunxin and Zhang 

[27] 

Score function 42532 fffff   

Method proposed by Nei 

[15] 

Comparison rule 21532 fffff   

Proposed method TODIM 15432 fffff   

The ranking of alternatives so obtained is given by: 

15432 fffff   with 2f  as the most suitable alternative. In our 

proposed method 2f  is best choice but ranking order does not matter for other 

alternatives. Hence, the results of proposed approach are more reasonable 

and simple. 

4. Conclusions 

PFSs are appropriate in dealing and addressing the uncertainty and 

vagueness information measure that occurring in MCDM problems. In this 

study, we have successfully developed a new entropy measure employing the 
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Tsallis entropy under picture fuzzy situation. The entropy evaluation model 

is used to determine criteria weights. Then, a model of multiple criteria 

decision making is presented to compute the information of the PFSs. 

Additionally, the operating of the proposed method is throughly explained 

with the assistance of a numerical example on the basis of the TODIM 

method. To demonstrate the effectiveness and rationality of the proposed 

MCDM approach, its output is compared with other MCDM problems to make 

a comparison. The proposed MCDM approach can also be used to other 

complicated problems like risk evaluation, emerging technology, uncertain 

decision-making, project installation, site selection etc. 
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