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Abstract 

This paper describes Monkey King Evolution algorithm for solving minimum energy 

broadcast in wireless sensor networks. The wireless sensor networks is one of the most 

attracted to researchers is minimization of energy consumption. In this proposed work the main 

objective of the minimum energy broadcast (MEB) problem is to minimize the overall power 

consumption. A monkey king algorithm is used to solve the MEB problem for minimizing energy 

consumption. The Monkey king algorithm is a very effective, simple and easy to reconstruct the 

broadcast network efficiently. The proposed methodology is measured using four performance 

metrics for solving minimum energy broadcast problem. The performance of Monkey King 
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Evolution algorithm in solving minimum energy broadcast for wireless sensor network was 

evaluated. 

1. Introduction 

Energy efficiency is one of the main issues in wireless networks, due to 

the gradually increasing in the usage of sensor devices with low amount of 

battery power. The recent research focuses on how to manage communication 

tasks with low amount of energy. The reducing of energy should not affect the 

performance of the devices and system. Mostly the existing techniques focus 

on tuning the transmission ranges of nodes, in order to reduce the cost of 

energy. However, if fixed power is used for nodes transmission it makes to 

calculate the consumption of energy and the number of transmissions. The 

existing broadcasting protocols with few transmissions per node are used for 

radio networks with known network topology. Here, we discuss the issues in 

unknown radio networks, which don’t have any knowledge of the design of 

the network. Nature inspired algorithms is used for handling complex  

problems and many biological based systems have developed with appealing 

and high level of efficiency in evolutionary objectives such as reproduction. 

Many algorithms is developed and applied in many issue, based on the 

Darwinian evolution of biological systems genetic algorithms were developed 

and based on the swarm behaviour of birds and fish used for developing 

particle swarm optimization [7], the echolocation behaviour of micro bats is 

implemented for bat algorithm and flashing light patterns is used for 

developing firefly algorithm [1, 7, 8]. All these algorithms are incorporated to 

a wide range of applications. Bio-inspired algorithm to solve scheduling 

algorithm is used [25]. 

Bio-inspired systems can be designed by hardware or software for 

achieving easy configuration of the system, in order to achieve quick 

processing of information, and to solve complex problems by providing quick 

solution. Most species of animals showcase their own characteristics and 

social behaviours. In some species, there is a leader or superiority individual 

that leads and organizes all group members [3]. In this evolutionary 

algorithm technique, each Monkey King particle migrates to a little (small) 

group of monkeys, in order to achieve exploitation. The exploration process 

carried by more particles in the population, after each particles exploitation 

process of Monkey King algorithm. Then according to it a randomly select 
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process of particles using the formula RPopSize from the population is 

generated. This process helps to change their labels and made them as a new 

Monkey King Particles [4]. 

2. Literature Study 

Meng, Zhenyu and Jeng-Shyang Pan discusses about the variety of 

Optimization algorithms for handling complex problems in huge number of 

areas. In this work, the working process about a new memetic evolutionary 

algorithm were described, known as Monkey King Evolutionary (MKE) 

Algorithm, for carrying global optimization process. Then the analysis of 

three updates methods for the proposed algorithm is identified [1]. Then a 

problem is used for understanding the capacity of the proposed scheme. Here 

algorithm is implemented to handle less amount of gasoline consumption 

optimization for navigation of vehicle. Yu-zhong, L. I. represents improvised 

version of MKGA and it contains three key operators: 1) pre-processing 

according to the requirements, 2) MK is used for injecting bid and swapping 

recombination, 3) for saving strategy Monkey-king elite operator is used. The 

taken experimental results illustrate that improved version of MKGA 

surpasses the SGA in size of population and computation [2]. It has the 

ability to solve efficiently and generates better result for the complex 

problems. Li, Shuangchen, Ying Yan and Yufang Lin discuss about a short-

term load forecasting method depends on the combination of monkey-king 

genetic algorithm (MK) and wavelet neural network (WNN). The selections of 

parameters of WNN are artificially or derived through experiments. To 

achieve the target by solving hard problems, a WNN parameters optimizing 

method with monkey-king genetic algorithm (MKWNN) was generated. The 

simulation results displays that the proposed algorithm contains adaptability 

and high forecasting accuracy [3]. 

Zhang, Jinhui et al. explains about the fault diagnosis of using support 

vector machine (SVM), choosing of SVM parameters are achieved either 

artificially or obtained through experiment. Monkey-King genetic algorithm 

(MKSVM) is to solve the complex problems by tuning the SVM parameters. 

The optimized parameters are used in designed model, and the dominance of 

SVM in processing finite samples is completely used in the process. The 

experimental result display the proposed method can reach higher diagnosis 
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accuracy it identifies optimum value accurately in a distributed environment 

[4]. The objective of the paper to find diagnosis the fault can be achieved by 

the proposed algorithm in an efficient way. Singh, Alok and Wilson Naik 

Bhukya provides a better study about the nature of a wireless ad hoc network 

with a specified sink node that has to broadcasting message to all other 

connected nodes in the connected network. The minimum energy broadcast 

(MEB) problem defines a broadcast scheme for the wireless network with low 

energy consumption [5]. The MEB problem is NP-Hard. This hybrid approach 

to the MEB problem is integrated with a genetic algorithm and the local 

search heuristic is used to identify the nodes which consume high level of 

energy in the network. The experimental results are compared to the 

proposed hybrid technique against the best heuristic methods to known for 

this problem and the results are outperform other results of other algorithms. 

Karmakar, Sushanta, et al. study case in which a bound k is mentioned and a 

transmission of node at most k times during the broadcasting protocol. 

Initially, the approach focuses on unfamiliar algorithms for k-shot 

broadcasting, where each node decides when to carry the data transmission, 

by neglecting the prior history of the transmission. The lower bound contains 
















k

n2

 defines as the broadcasting time of k-shot broadcasting algorithm, 

and (b) an unfamiliar broadcasting protocol gain a matching upper bound, 

namely ,
2















k

n
O  for every nK   and an upper bound of  23nO  for every 

.nK   The observation of the proposed scheme of adaptive broadcasting 

protocols shows the time of about the nodes, so that it can decide when to 

initiate the transmission. This process is based on the available information, 

namely the transmission history of the node [5]. 

3. Problem Statement 

3.1. Minimum Energy Broadcast Problem 

In wireless sensor networks (WSN), the most important and popular 

technique is broadcasting. This broadcasting technique is used to allow all 

nodes to spilt the data efficiently with all other nodes connected in the 

networks. Due to inadequate energy resources, to construct the broadcast 
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trees with essential aspect of energy efficiency. For example in a sample 

network a group of nodes let us consider one node is going to assign as source 

node, the work of MEB is to minimize the overall power consumption when 

the nodes connected together in the network and also they communicate with 

other nodes remaining connected in the network. In this individuality, the 

connected nodes have the capacity to correct their transmission power [17]. 

Consequently, each node connected in the network they assigned a 

transmission range and every node connected in the network receives a 

message inside in range. The main aim is to allocate ranges in a way the 

overall energy consumed is minimized. 

The graphical theoretical terms are used to state MEB problem. A 

directed complete graph  ,, ENG   where N represents the set of nodes 

(i.e., the workstation of the wireless network) and E represents the set of 

edges. To establish a secured link from node i to j the power P is required to 

given as ijP  where   ., Eji   In wireless networks the broadcasting 

property, the two nodes x and y directly transmitted node x to node y are 

equipped with omnidirectional antennae. Connected wireless networks each 

other node i such that xyxi PP   will also be reached by the signal 

transmitted by node x. The minimum energy broadcast (MEB) problem is 

mainly used to find a routing tree broadcast with minimum power 

transmission such that a source node .NS   The remaining nodes of N have 

to broadcast a message either indirectly or directly through intermediate 

nodes. In a tree a directed edge of starting nodes are responsible for 

transmitted broadcast message to the same edge of the terminal node. The 

energy transmission required by node x and it is determined by required 

power is to transmit to the farthest child node of x in that tree [5]. The 

transmission energy essential by leaf nodes is zero, because leaf nodes are not 

relay messages to any other node. The broadcast tree is computed, the overall 

energy transmission is required by each parent node in that tree. The 

minimum energy broadcast problem (MEB) is discovering a tree rooted at S 

in the network with required minimum total energy. It is calculated as, 

    .,max,





NP

SolSol qpdEqpTTP
ii

 (1) 

The proposed algorithm produces for each iteration are generated 

minimum energy broadcast trees, which is called as solution [13]. The 
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solution iSol  generated for each solution as the total transmission power is 

,
iSolTTP  where i represents the solution index number,  represents a 

constant and it referred to the path loss exponent, ie., the range between 2 

and 4, d represents distance between nodes,  qpd ,  here p and called as 

nodes. The node p and node q receives a transmission from the signal power 

at q differs as  qpd ,  where the Euclidean distance between two nodes p 

and q, the coordinates of node p represent as  pp yx ,  and the coordinates of 

node q represent as  ., qq yx  The optimal solution or near optimal solution is 

one, which contains minimum total transmission power   .SolTTP  

       ., 2

1
22












 qpqp yyxxqpd  (2) 

4. Monkey King Evolution Algorithm 

The Monkey King Evolution (MKE) algorithm is inspired by the famous 

chinese mythological novel by Monkey Kings action. The novel relates to the 

adventure travel of the priest in search of Buddhist sutras with three 

disciples [2]. Monkey king is the greates disciple of the three. Each monkey 

king are capable to mold the small monkeys to acquire knowledge about the 

circumstances and report the feedback to the Monkey king. The local and 

global search behaviour of Monkey King is illustrated in Figure 1. 

 

Figure 1. Search behaviour of particles in MKE. 

All the small monkeys do the process of exploration and monkey king 

acquire the optimal solution from these locations [3]. In MKE, the number of 

small monkeys transfer into the monkey king is ,DC   where C and D are 
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the constant value and number of dimensions. Larger the area of 

exploitation, the value of C should be larger and it increases the 

computational complexity. Usually 3C  is the better selection for lower 

dimensions. The small monkey particles search with the range of GMKX ,  

using the Equation (3) and the value is updated in .1, GMKX  

  .,2.0 DjXrandXX jjj   (3) 

      DCXiXXoptX smsmsmDCiGMK   ,,,,11,  (4) 

smX  denotes the ith small monkey particles of DC   monkey groups. The 

update of monkey king evolution is done by using Equation (4) for the Gth 

particle. 

   .,,1, GkbestgbestpkGk XXrandFXX   (5) 

For normal particle, the process of exploration of the solution was carried 

out by the small monkeys using Equation (5). pbestkX ,  denotes the kth overall 

population with F fluctuation coefficient of the direction vector. The pseudo 

code and the flow of MKE algorithm is shown in Figures 2 and 3. 

 

 

Figure 2. Pseudo Code of MKE algorithm. 
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Figure 3. Flowchart of MKE algorithm. 

5. Experimental Results 

The proposed methodology for solving Minimum Energy broadcasting 

optimization problem in Wireless Sensor Networks (WSN) has been 

implemented in MATLAB 8.3 with a system configuration of Intel Core i7 

Processor with 3.4GHz speed and 8GB RAM. Efficiency of our proposed 

algorithm is tested in terms of Best energy optimized value, Found, 

convergence rate and excess ratio. Random permutation is used for 

population initialization. The proposed algorithm is compared with other two 

existing approaches such as Ant Colony Optimization (ACO) [23] and Particle 

Swarm Optimization (PSO) [14]. 

Table 1. Parameter Settings. 

Population size 100 

Maximum iterations 500 

R 3 

C 10 

Threshold Value    0.5 
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5.1. Performance Metrics 

Best: Best value is defined as the amount of energy used for broadcasting 

the data to all the nodes in the data instance by the proposed algorithm. 

   .min NiPfBest i   

Found: Found is the number of times the algorithm computed the best 

value out of 20 runs. Euclidian distance is used to compute the best solutions. 

Best solutions are considered which are near to the obtained best energy 

consumption value. 

.
#

#

Runsof

foundvalueBestRuns
Found   

Convergence (%): Convergence rate shows the algorithm efficiency towards 

the tabulated optimum results. It can be given as, 

  1001% 



Optimum

OptimumBest
eConvergenc  

where, R is the total number of runs. 

Excess: Excess ration is defined as the ratio of result that is deviated from 

the tabulated optimum value. 







 1

valueOptimal

nconsumptioenergyBest
RatioExcess  

 

Figure 4. Convergence Rate of MKE-MEB vs ACO Vs PSO for 20 node 

instances. 
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Figure 5. Excess Ratio of MKE-MEB vs ACO Vs PSO for 20 node instances. 

Table 2. Best and Found results of MKE-MEB vs ACO Vs PSO for 20 node 

instances. 

  MKE-MEB  ACO  PSO  

Instances Optimum Best Found Best Found Best Found 

p20.00 4072 4072 20/20 4169 15/20 4190 12/20 

 50.81 50.81  29.81  70.81  

p20.01 4469 4469 20/20 4565 14/20 4609 11/20 

 05.52 05.52  23.52  92.52  

p20.02 3351 3351 20/20 3434 17/20 3463 14/20 

 02.42 02.42  67.42  05.42  

p20.03 4883 4883 20/20 4944 20/20 4990 12/20 

 44.9 44.9  57.9  87.9  

p20.04 5161 5161 20/20 5226 18/20 5243 16/20 

 17.75 17.75  45.75  93.75  

p20.05 3008 3008 20/20 3121 18/70 3134 14/20 

 69.14 69.14  45.14  59.14  

p20.06 2505 2505 20/20 2569 15/20 2601 15/20 
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 53.15 53.15  00.15  46.15  

p20.07 3474 3474 20/20 3587 20/20 3579 14/20 

 54.08 54.08  49.08  61.08  

p20.08 3907 3907 20/20 3993 14/20 4029 12/20 

 95.34 95.34  91.34  87.34  

p20.09 4476 4476 20/20 4577 13/20 4575 13/20 

 59.11 59.11  77.11  21.11  

Table 3. Convergence and Excess Rate of MKE-MEB vs ACO Vs PSO for 20 

node instances. 

 MKE-MEB  ACO  PSO  

Instances Conv. Excess Conv. Excess Conv. Excess 

p20.00 100% 0 97.62% 0.0238 97.10% 0.0290 

p20.01 100% 0 97.85% 0.0215 96.85% 0.0315 

p20.02 100% 0 97.50% 0.0250 96.66% 0.0334 

p20.03 100% 0 98.75% 0.0125 97.80% 0.0220 

p20.04 100% 0 98.74% 0.0126 98.40% 0.0160 

p20.05 100% 0 96.25% 0.0375 95.82% 0.0418 

p20.06 100% 0 97.47% 0.0253 96.17% 0.0383 

p20.07 100% 0 96.75% 0.0325 96.98% 0.0302 

p20.08 100% 0 97.80% 0.0220 96.88% 0.0312 

p20.09 100% 0 97.74% 0.0226 97.80% 0.0220 
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Table 4. Best and Found of MKE-MEB vs ACO Vs PSO for 50 node 

instances. 

  MKE-MEB  ACO  PSO  

Instances Optimum Best Found Best Found Best Found 

p50.00 3990 4057 18/20 4141 16/20 4216 15/20 

 74.64 10.64  71.64  40.64  

p50.01 3735 3875 15/20 3882 16/20 3936 14/20 

 65.15 50.15  82.15  33.15  

p50.02 3936 4108 17/20 4072 17/20 4175 16/20 

 41.09 31.09  65.09  77.09  

p50.03 3168 3314 19/20 3325 18/20 3412 16/20 

 01.09 00.09  48.09  38.09  

p50.04 3257 3436 16/20 3404 15/20 3462 17/20 

 74.22 13.22  89.22  06.22  

p50.05 3822 3961 15/20 4004 13/20 4047 15/20 

 35.9 27.9  23.9  60.9  

p50.06 3844 3971 13/20 4015 10/20 4033 12/20 

 38.46 07.46  19.46  38.46  

p50.07 4018 4201 19/20 4147 16/20 4197 17/20 

 36.85 13.85  89.85  49.85  

p50.08 3344 3502 16/20 3491 15/20 3580 12/20 

 18.45 66.45  83.45  96.45  

p50.09 3467 3590 17/20 3639 17/20 3673 15/20 

 32.05 52.05  65.05  23.05  
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Table 5. Convergence and Excess rate of MKE-MEB vs ACO Vs PSO for 50 

node instances. 

 MKE-MEB  ACO  PSO  

Instances Conv. Excess Conv. Excess Conv. Excess 

p50.00 98.34% 0.0166 96.22% 0.0378 94.35% 0.0565 

p50.01 96.26% 0.0374 96.06% 0.0394 94.63% 0.0537 

p50.02 95.63% 0.0437 96.54% 0.0346 93.92% 0.0608 

p50.03 95.39% 0.0461 95.03% 0.0497 92.29% 0.0771 

p50.04 94.52% 0.0548 95.48% 0.0452 93.73% 0.0627 

p50.05 96.37% 0.0363 95.24% 0.0476 94.11% 0.0589 

p50.06 96.70% 0.0330 95.56% 0.0444 95.08% 0.0492 

p50.07 95.45% 0.0455 96.78% 0.0322 95.54% 0.0446 

p50.08 95.26% 0.0474 95.58% 0.0442 92.92% 0.0708 

p50.09 96.45% 0.0355 95.03% 0.0497 94.06% 0.0594 

 

Figure 6. Convergence Rate of MKE-MEB vs ACO Vs PSO for 50 node 

instances. 



T. KALAIPRIYAN ET AL. 

Advances and Applications in Mathematical Sciences, Volume 17, Issue 1, November 2017 

142 

 

Figure 7. Excess Rate of MKE-MEB vs ACO Vs PSO for 50 node instances. 

Tables 2 and 3 show the experimental results of 20 node data instances of 

Minimum energy broadcasting data set. Table 2 consists of the minimum 

energy consumed value obtained by our proposed algorithm and the results of 

existing approaches ACO and PSO are also listed [17]. Along with that this 

table also consists Found performance metrics for same data instances. Table 

3 consists of the convergence rate and excess ratio of all three algorithms. The 

results are discussed in Figures 4 and 5. Figures 4 and 5 show the 

comparison status of Convergence rate and Excess rate of 20 nodes data 

instances of MEB respectively. From Figure 4 can observed that, the 

proposed algorithm performance on convergence towards optimal solutions 

when compared to other existing algorithms. From Figure 5, on comparing 

the results of excess rate the proposed algorithm attains optimal results in all 

instances of 20 nodes MEB. 

Tables 4 and 5 tabulate the simulation results of 50 node data instances 

of MEB data set. Table 4 holds the minimum energy consumed value 

obtained by the proposed algorithm and the results of existing approaches 

ACO and PSO are also tabulated. The performance metric Found is also 

tabulated in the same table. Table 5 holds the convergence rate and excess 

ratio of our proposed algorithm along with existing approaches. The results 

are discoursed in Figures 6 and 7. 

Figures 6 and 7 compare the Convergence rate and Excess ratio of 50 

nodes data instances of MEB respectively. From Figure 6 it can be perceived 

that the Flower Pollination algorithm on MEB performs better on 

convergence towards optimal solution when compared with ACO and PSO. 
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From Figure 7, the excess ratio of proposed algorithm is minimal when 

compared to all other existing algorithms in six data instances out of 10 

instances in 50 nodes dataset. 

6. Conclusion 

In this presented work, the author has presented Monkey King Evolution 

algorithm for finding minimum energy broadcast problem in the wireless 

sensor network. The effectiveness of the Monkey King Evolution algorithm on 

solving minimum energy broadcast is measured using performance metrics. 

The performance with respect to best value, found, excess, and convergence 

ratio is measured. The computational results shows the superiority of the 

Monkey King Evolution algorithm over other competitor algorithm. 
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