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Abstract 

In this paper, an optimal discrete wavelet transform - singular value thresholding based on 

the image compression scheme with block truncation coding (BTC) algorithm is presented. A 

discrete wavelet transform is applied to the cover image is decomposed into sub-bands of 

different frequencies at one level. Low-frequency sub-band (cA) decomposed using singular value 

decomposition. Adaptively adjust the low -rank approximation precision threshold as singular 

value thresholding progresses, which is approximated in compressed form ( ).~Ac  After that high-

frequency component below a certain threshold is removed and reconstruct the approximation 

matrix via inverse discrete wavelet transform. 

The role of precision threshold (k) in the frequency domain to achieve the best performance 

in terms of compromising the quality of the image and energy retained. Using a block truncation 

coding method to reduced bit rate of compressed image and compared to the MPQ-BTC method. 

1. Introduction 

With the exponential popularization of multimedia applications like 

digital images, audio, and videos, a huge amount of data is transmitted over 

communication networks and the internet which increases the demand for 

transmission bandwidth, storage capabilities, and high computational time 

[1, 2]. Nowadays, digital images have made high-resolution with the high 

visual quality of getting trendier. These digital images consume a large 
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amount of storage space due to their big data size, which creates an obstacle 

in data storage, and transmission. Therefore, an efficient representation of 

images is strongly needed that consumes a fewer amount of storage space, 

which can be achieved by data compression process that represents a big data 

using suitable compression scheme whereas subjectively human perceived 

quality and energy retention (Er) of the input image is main tained even after 

compressed [3]. The most successful digital image compression is based on 

transformed-based technique(s) like Karhumen Loeve Transform [4], 

JPEG2000 standard based on the discrete wavelet transform (DWT) 

increased compression ratio with high quality than JPEG [5, 7]. 

The quantum image compression technique performs a search to 

determine the most significant discrete cosine transform coefficients [8]. 

These methods provide a great compress of images with an acceptable loss of 

data. Singular value decomposition (SVD) is an effective numerical technique 

used in diagonalizing and splitting the system of matrix into a set of linearly 

independent sub-matrices, where every sub-matrices has its own energy 

contribution [9, 10]. It is one of the most commonly effective methods used for 

minimizing data storage and transfer [11]. Later, BTC method used a two-

level (one-bit) non-parametric quantizer that adopts to local properties of the 

image: low computational complexity and no large data storage is required 

[12, 13]. Moreover, SVD was combined with other compression techniques in 

order to improve the compression ratio and PSNR between the compressed 

and the original images [14, 15]. An adaptive lossy color and grayscale image 

compression method using SVD and wavelet difference reduction was 

proposed [2]. Hybrid approaches BTC method combined VQ [16], and 

singular value decomposition [17] then DWT [18]. 

The main purpose of this paper is to introduce another scope of image 

compression by employing “k” in the combined domain of DWT and singular 

value thresholding (SVT) and to get low-rank approximation matrix. 

Furthermore, to enhance image quality and acceptable loss of digital image 

information with prominent compression ratio (Cr), is done using BTC image 

compression. The rest of this paper is organized as follows. In Section 2 we 

review of mathematical formulation work. Proposed algorithm presented in 

Section 3. Simulation results and discussions are given in Section 4, followed 

by conclusion in Section 5. 
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2. Preliminaries of Mathematical Work 

This section provides a brief introduction to the techniques used in 

designing the proposed algorithm 

2.1. Discrete wavelet transform 

Lebesgue spaces are given by: 

( ) ( ) .1,:
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A Hilbert space ( )2  is formed by the functions which have a finite 

norm. In these functions the energy ( )fE  is defined as the square of the 

norm. 

A sequence  jV  where j  of the closed subspace of ( )2  is a 

multiresolution approximation (MRA) [7, 19]. In two-dimensional DWT, the 

image is decomposed into four sub-images and each of them having 
22

NM
  

2 size of the original image [20] in first level. One of the sub-images is a low-

frequency sub-band ( )cA  which can be decomposed continually and the 

others are high-frequency sub-band in the horizontal ( ),cH  vertical ( )cV  and 

diagonal ( )cD  directions. 

The DWT of an image ( )2,1 nng  of size NM   is defined as 
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The original image can be obtained using inverse discrete wavelet 

transform (IDWT) expressed as below. For ,0jj   
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where cDcVcHi ,,=  indicate the directional index of the wavelet function 

and 0j  represents arbitrary scale. 

( ) ( ),22,1222,1 2
2,1, nynxnn jj

j

llj −−=  (4) 

and 

( ) ( ) ,,,,22,1222,1 2
2,1,

cDcVcHinynxnn jj
j

i
llj

=−−=  (5) 

here index i identifies the directional wavelets that assumes the values 

cVcH ,  and .cD  Equations (4) and (5) define the scaled and translated basis 

functions respectively. ( ) ( ),2,1,2,1 2,1, nnnng llj  and ( )2,1
2,1,

nni
llj

  are 

functions of the discrete variable 1,,2,1,01 −= Mn   and 

.1,,2,1,02 −= Nn   The coefficients defined in Equations (1) and (2) are 

usually called approximation and detail coefficients, receptively. 

( )2,1,0 lljW  coefficients define an approximation of ( )2,1 nng  at scale 

( )2,1,0 lljWj i
  coefficients add horizontal, vertical and diagonal details for 

scale .0jj   We normally let 00 =j  and select jNM 2==  so that 

1,,2,1,0 −= Jj   and .12,,3,2,1,021 −== jll   Equation (3) shows 

that ( )2,1 nng  is obtained via the inverse DWT for given W  and iW  of 

Equations (1) and (2). In the proposed algorithm we have decomposed the 

image using “Haar” and “Daubechies” wavelet function [21, 22]. 

2.2. Singular Value Decomposition 

Let .NMI    The null space and column space of I and tI  provide 

sufficient details to understand I. Basis and dimension of each subspace can 
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be obtained by knowing its SVD. SVD of I is given in the following [23] 
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Here   MM
MpppP = ,,, 21   and   NN

nqqqQ = ,,, 21   are 

orthogonal. The columns of P and Q are called left and right singular vectors 

respectively. The non-negative real numbers   ( )NM
ii

,min
1=

  are called 

singular values. Singular values are unique, but the singular vectors are not. 

The number of non-zero singular values is called the rank of matrix A and 

denoted by rank(I) [24].  

( )


=

=

Irank

i

t
iii qpI

1

.  

Truncated singular value decomposition or approximation of a matrix by 

lower ranks (decaying of smaller singular values to zero) has prominent role 

in lossy image compression i.e., optimality of matrix I. 

2.2.1. Singular value thresholding 

SVT computes the singular values exceeding user defined threshold i.e., 

pre-determined to catch the top k singular values of NMI    and 

associated singular vectors. It can also be used for top singular value 

decomposition [25]. 

For any k with ( ) ( )IrankNMk = ,min1  then define 


=

=

k

i

T
iiik qpI

1

.  (7) 

A rank-revealing randomized SVD algorithm is used to adaptively carry 

out partial SVD to fast approximate the SVT operator given a desired, fixed 

precision, where the computation cost for partial SVD at each SVT iteration 

is significantly reduced. A simulated annealing style cooling mechanism is 

employed to adaptively adjust the low-rank approximation precision 
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threshold (k) as SVT progresses [26]. The advantage of SVT is encompassing 

both top singular value decomposition and thresholding, handles both large 

sparse matrices and structured matrices, and reduces the computation cost in 

matrix learning algorithms [25]. The approximation of I, i.e., kI   which can be 

stored only ( )1++ NMk  [3, 27] coefficients to store in computer memory 

while in frequency domain ( ).1
2

++
N

N

M
k  

2.3. Block truncation coding 

BTC is a simple lossy image compression technique to compress 

monochrome image data, originally introduced by Delp and Mitchell [12]. It 

achieves 2 bits per pixel (bpp) with low computational complexity. 

Suppose that the size of the original image size .NM   Before BTC 

compression, the original image is partition into N non-overlapping blocks, 

 N
iiO 1=  of size .ll   The number of blocks N where .

ll

NM
N




=  

Let ,lln =  and let ,,,, 321 nzzzz   be the intensity values in a 

original image .NMI    The BTC preserves the two moments average of 

block ( )z  and standard deviation ( )  of each digital block. The description is 

as follows: 
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Where iz  indicates the pixel value in the thi  position of the block. 

( ) .
1

1

2 −=

n

i zz
n

 (9) 

The output data of BTC for an image block contains one bitmap ( )nmB   

bit plane and two 8-bit quantization levels ( LY  and HY ): The two 

quantization levels LY  and HY  of an image block are defined as follows: 

.
s
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L pn

p
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−
−=  (10) 
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Here sp  denotes the number of pixels with values greater than or equal 

to the mean value .z  As for the bitmap 

   nibbbbB in ,,2,1,1,0|,,, 21  ==  of an encoded image block, if a 

pixel value iz  is greater than the mean value ,z  then ib  is set to be 1;  

otherwise, it is set to be 0. Each image block in turn is encoded using the BTC 

uses a triple ( ).,, BYY HL  

The decoding procedures BTC uses a triple data ( )BYY HL ,,  to decode 

an image block. If a value bi of B is 0, then the reconstructed value iẑ  is ;LY  

otherwise, the reconstructed value is HY  [28, 29]. The decoding rules are 

listed as follows: 


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An example of BTC compression is shown below. Assume that the block 

size used in BTC is set to be 44   pixels. 

Let 44   block be 

.

6575139117

79126120120

141121115118

102121117114



















=O  

The mean value of this block ,875.111=z  and standard deviation 

7993.20=  and two reconstructed values ,8835.123,8493.75 == Hi YY  

receptively. Otherwise, it is 0. The binary bitmap and reconstructed block are 

listed as follows: 

.

0011

0111

1111

0111



















=B  



U. NAVEENAKUMARA and A. PADMANABHA REDDY 

Advances and Applications in Mathematical Sciences, Volume 20, Issue 9, July 2021 

2038 

.

8496.758496.758835.1238835.123

8496.758835.1238835.1238835.123

8835.1238835.1238835.1238835.123

8496.758835.1238835.1238835.123

ˆ



















=O  

The reconstructed image obtained from applying this technique have a bit 

rate of 2 bits/pixel. The PSNR is used as a measure of the reconstructed 

image quality by block wise compared to original image. Here, a bit map of 

16-pixel values is derived from a block of 44   pixels, and reconstruction 

levels and respectively may hold an eight-bit storage space. As a result, every 

block keeps a feature of 216   bits. In total, the size of all features may 

accommodate 216  ll  bits [29]. 

3. Proposed Algorithm 

This section is devoted to describing our contribution to the 

implementation of the image compression algorithm based on DWT-SVT and 

optimized BTC method that is given below: 

Algorithm 

Input : Digital image I and ( )( ).,min1 NMkk   

Output : .IIk   

1. Apply 1- discrete wavelet transform to .NMI    

2. We next quantize high frequency components ( )cDcVcH ,,  by 

choosing threshold T is median of the absolute value of the detail coefficients. 

3. Low-frequency sub-band ( )cA  compressed by SVT with different k 

Equation (7). 

4. Construct kI   via inverse discrete wavelet transform with smooth 

coefficients: low ( )Ac~  and high frequency components ( ) .~,~,~ DcVcHc  

5. Apply BTC method to kI  of block size: .1616,88,44,22   

6. Repeat the step 5 until N,,1   to get .kI  
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4. Simulation Results and Discussion 

Performance analysis of the proposed algorithms have been discussed in 

this section. We have used RGB image(s) as shown in Figure 1, for the 

effectiveness and comparison of the proposed algorithm. 

  

Pepper                                   Lena 

Figure 1. Two test RGB images of 512512   pixels. 

Efficiency of the proposed scheme can be evaluated by the following 

fidelity assessment parameters are ,, CrEr  Mean square error (MSE), Peak 

signal to noise ratio (PSNR) is given by 

2

2

I

I
Er k=  (13) 

100=
Nc

Nz
qc  (14) 

qc
Cr

−
=

100

100
 (15) 

where kI   represents the compressed image, I is the original image, Nz  is the 

number of zeros and Nc  is the number of coefficients [7]. Distortion between 

the compressed image ( )kI   and the cover image (I) to verify the quality of the 

approximate image, which is defined as [30]: 

( ) ( )
= =

−


=

M

i

N

j

k jiIji
NM

MSE

1 1

2
,,

1
 (16) 



U. NAVEENAKUMARA and A. PADMANABHA REDDY 

Advances and Applications in Mathematical Sciences, Volume 20, Issue 9, July 2021 

2040 

.
255

log10
2

10 












=

MSE
PSNR  (17) 

A comparative analysis results of the image quality (PSNR) and 

compression ratio (Cr) at different threshold k are enlisted in Table 1. The 

hybrid compression scheme (independently using Haar and Daubechies) 

compared both transform, obtained outcomes that explain the recovery 

process to examine the compressed image quality and achieves 99:99% 

energy retained Equation (13) and image quality retains 30-60 dB of PSNR. 

Table 1. Comparative numerical results of image quality parameters tested 

on pepper image ( ).512512   

Threshold 

precision(k) 

Haar wavelet Daubechies Wavelet 

MSE PSNR Cr MSE PSNR Cr 

10 204:0567 25:0333 1:5561 210:9051 24:9051 1:4437 

50 19:4050 35:2517 1:5183 20:7835 34:9536 1:4166 

100 5:5732 40:6698 1:4778 5:6024 40:6471 1:3870 

150 3:0416 43:2997 1:4441 2:7763 43:6962 1:3614 

200 2:4350 44:2659 1:4131 2:1027 44:9030 1:3389 

 

Figure 2. Approximate image when .100=k  
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Table 2. Comparative study of proposed scheme outcomes to author [17] 

when 100=k  of Lena’s image ( ).512512   

 

Table 2 shows compared the performance of the proposed BTC 

compression scheme (using Haar) and obtained approximate image shows in 

Figure 2. Proposed work compared to Abbadi et al. [17] compressed 

NMI    with SVD (rank equal to 100), then approximate image 

compressed with MPQ-BTC for different block size: 

.1616,88,44,22   However, for each non-overlapping approximate 

block of kI   to obtained average MSE (see 10C ) and PSNR (see 14C ). 

Evidently, the above discussion optimized BTC scheme is better performance 

regarding image quality as per human vision system (HVS). Image quality 

performance of proposed algorithm by block wise are shows in Figure 3. 

 

Figure 3. Comparison of algorithms in term of block size and PSNR values of 

Lena’s image. Block size represents on the primary axis and PSNR on the 

secondary axis. 

Proposed scheme maintains a pleasing image quality as compared to 

MPQ-BTC method (shown in Figure 3). Micro block size ( 22   and 44  ) 

having better average PSNR value compare to macro block size ( 88   and 

1616  ). The processing of proposed algorithm(s) using MATLAB R2016a on 
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a personal computer with i5-2450M CPU @2.50 GHz, 4GB of RAM and 64-bit 

operating system. 

5. Conclusion 

In this paper, we proposed a novelty of improved BTC image compression 

algorithm on both DWT and SVT for compressed JPEG and PNG images. 

First, proposed scheme comparison between the different wavelet’s Haar and 

Daubechies, numerical outcomes shown in Table 1 was significantly pleasing 

Cr and without compromising much on the quality of the image (PSNR). 

Second, comparisons were also made on the SVT in the frequency domain 

between the proposed improved BTC image compression scheme and Abbadi 

et al. [17] showed that improved scheme performed significantly promised 

results of average PSNR values (see Table 2). Those schemes are very simple 

and do not require complex computations. For future studies, it may be 

applied to image stenography for hybrid compression images. 
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