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Abstract 

This paper attempts to investigate the factors (i.e., labour, capital) that influence overall 

manufacturing output and identify the model that can best fit the data. The annual survey of 

industries data from 1981 to 2017 is used. Both multiple linear regression and non-linear 

regression models are fitted and tested for their reliability. The study identified that the       non-

linear model better fits the data. The study also shows that the Indian organized manufacturing 

sector is heavily driven by the capital intensive sector and experiencing an increased return of 

scale and also observed that there is a huge gap between labour and capital intensive sectors in 

India which can affect the employment growth in the country. 

I. Introduction 

The Indian organised manufacturing sector has seen an upward trend of 

growth rate from 1990’s reforms onwards. The organised manufacturing 

sector plays an important role in the industrial development of the country. 

At present, the major share (i.e. around 74%) of the country’s gross domestic 

product (GDP) is coming from the industry and service sectors. Rapid 

industrialization is the only way for faster development. There were many 
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reforms like trade liberalization, privatization and globalization which took 

place in 1991s which provided many challenges and opportunities to Indian 

industries (Peter, [1]). The main objective of the paper is to investigate the 

factors that are affecting the overall output of the manufacturing sector. To 

analyze the change, the multiple linear and non-linear models are 

constructed for estimation. 

II. Objectives of the Study 

• The main objective of this paper is to investigate the factors (i.e. 

labour, capital) that influence overall manufacturing output and 

identify the model that can best fit the data. 

• The multiple linear regression model is fitted and tested for its 

reliability. 

• The non-linear regression model (Cobb-Douglas Model) is fitted and 

tested for its reliability. 

III. Research Methodology 

3.1. Data Source. The study considers the annual survey of industries 

data, published by the Ministry of Statistics and Programme Implementation 

(MOSPI) every year. This study examines the abovementioned objectives at 

all Indian levels. The period of study is from 1981 to 2017. The factors like 

output, capital, labour are used for this data. 

Software used: Stata-14 package is used for finding the results. 

3.2. Multiple Linear Regression Model. Linear regression analysis is 

a technique that is used for identifying and modelling the relationship 

between variables. If there is more than one independent variable then it is 

called the multiple linear regression model. 

In general, the dependent variable ‘y’ may be related to k independent 

variables x such that 

+++++= kkxxxy 22110  

To investigate the factors (i.e. labour, capital) that influences the overall 

manufacturing output. 
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The multiple linear regression 

KLQ 210 ++=  (1) 

Where Q = Output, L = Labour, K = Capital 

Least Squares Method. Least squares method is used to estimate the 

parameters 10,   such 1  that the sum of the squares of the difference 

between the observed and expected values are minimum. 

3.3. Non-Linear Regression Model: Cobb Douglas Model 

The Cobb Douglas function is mathematically defined as, 

= KALQ  (2) 

Where Q, L, K represents output, labour and capital respectively. Since it 

is a non equation and can be converted into a linear equation by applying the 

logarithmic transformation. 

KLAQ loglogloglog ++=  

Further, it can be generalised as 

KLQ logloglog 210 ++=  (3) 

Where 210 ,,   are coefficients of the above-said equation. 

In general, the Cobb-substitution Douglas production function assumes 

constant and unitary elasticity of between labour and capital (Peter, Pesala, 

[1]). 

The implications of the production function parameters  and . There is 

an increasing (decreasing) return to scale if +  constant returns to scale if 

1=+  (Peter, Pesala, [1]). 

3.4. Test for the Reliability of the model. R-squared, test for 

significance of regression, variance inflation factor, diagnostics are used to 

test the reliability of the model. 
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IV. Multiple Linear Regression Model 

Table 1. Multiple Linear Regression Model. 

 

The fitted multiple regression model is 

( ) KL 80.104.407-3.42ehat-Q +++=   (4) 

By using the above model, if the value of Labour(L) and Capital(C) is 

known then the Output(Q) of the overall manufacturing sector can be 

predicted. 

 

Figure 1. Plot Diagnostics (1/2). 
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4.2. Test for the Reliability of the Model. Once the model is fitted the 

reliability of the model is tested for its assumptions. 

4.2.1. R-Square Test. “R-squared is a measure in statistics of how close 

the data are to the fitted regression line” (Sunthornjittanon, Supichaya, [5]). 

As 9908.02 =R  from the above table.1, which indicates that the model 

explains 99% of variation present in the data. Since R-squared is high, the 

model best fits the data. 

4.2.2 F-Test. “F-test is used to test the significance of the model 

Supichaya, [5]. As 000.0Prob = F  which is less than  ( is the level of 

significance at 1% (0.01), 5% (0.05), 10% (0.10)). Hence, it can be concluded 

that the null hypothesis is rejected i.e., :0H  R-square = 0. Thus, the 

regression model is statistically significant. 

4.2.3 t-Test. “t-test is used to check the significance of individual 

regression”. 

(Sunthornjittanon, Supichaya [5]). It is observed at the p values for t in 

the above table here all the p values are greater than except K which implies 

that there is no linear relationship between the independent. 

4.2.4 Linearity of Independent Variables. From Figure 1a it is 

observed that each independent variable in the model also follows a linear 

trend. 

4.2.5 VIF. VIF is used to test the multicollinearity from Figure 1e 

observes that VIF >10 which implies there is a problem of multicollinearity. 

4.2.6 Residuals Diagnostic. Linearity: From Figure 1b, it is seen that 

the residuals do not exhibit a linear trend in the data which suggests that the 

model is not appropriate for the data. 
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Normality: The normality plot from shows that the residuals are not 

much deviated from the normality. Therefore, the normality condition is 

satisfied. 

Heteroscedasticity: It assumes that all the residuals are drawn from a 

population that has a constant variance. From figure 1f&1c, 

( ) ( ).10.0,05.0,01.0000.0prob 2   Hence, reject :0H  Residual variance 

is constant and accept :1H  Residual variance is not constant in this model. 

4.3 Non-Linear Regression Model 

Table 2. Non-Linear Regression Model. 

 

The fitted multiple regression model is 

KLQ log166.1log404.0-026.4hat-log +=  (5) 

By using the above model, if the value of Labour(L) and Capital(C) is 

known then predict the output of the overall manufacturing test. 

Return to Scale. The sum of the coefficient indicates returns to scale 

and from the estimated results from the above table it is seen that 

( )0.7621.166-0.404 =+=+  which is less than 1 indicating that decrease 

in returns to scale in the overall manufacturing sector output in India. 

Factor Share. Factor share means factor intensity of output. In this 

study, it is seen that the value of labour wages coefficient ( )0.404-  far 

lesser than the value of capital coefficient ( )1.166-  which indicates that the 

output of the overall manufacturing sector in India is heavily driven by 

capital intensive sectors. 
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Figure 2. Plot Diagnostics (1/2). 

 

4.4 Test for the Reliability of the Model. Once the model is fitted the 

reliability of the model is tested for its assumptions. 

4.4.1. R-Square Test. As 9949.02 =R  from the above table which 

indicates that the model explains 99% of variation present in the data. Since 

R-square is high, the model best fits the data. 

4.4.2. F-Test. As 000.0Prob = F  which is less than  ( is the level of 

significance at 1% (0.01), 5% (0.05), 10% (0.10)). We can say that we reject the 

null hypothesis i.e. :0H  R-square=0 and accept the alternative hypothesis 

i.e. R-Square ≠ 0. We can say the regression model is statistically significant.  
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4.4.3. t-Test. From the p values for t in the above table it is observed that 

any variable having p less  is said to be statistically significant. Here, the 2 

variables i.e. 05.0log L  and 05.0log K  and constant variables i.e. 

10.0cons   which implies there is a linear relationship between the 

independent variables (log L and log K) and dependent variable ( ).logQ  

4.4.4. Linearity of Independent Variables. From Figure 2a, it shows 

that each independent variable in the model also follows a linear trend. 

4.4.5. VIF. VIF is used to test the multicollinearity shown in Figure 2e. It 

is observed that VIF< 5 implies there is no presence of multicollinearity in 

the data. 

4.4.6. Residuals Diagnostic Linearity: From figure 2b, it is observed 

that residuals are scattered and exhibit a linear trend in the data which 

suggests the model is appropriate for the data. 

Normality: The normality plot from Figure 2d shows that the residuals 

are not much deviated from the normality. The normality condition is 

satisfied. 

Heteroscedasticity: It assumes that all the residuals are drawn from a 

population that has a constant variance. From Figure 2f and 2c it is said to be 

the ( ) ( ).10.0,05.0,01.0581.0prob 2   

Hence, accept :0H  Residual variance is constant. 

V. Conclusion 

The multiple linear regression models is not a good fit for this data as 

some of the assumptions/validation required for the linear model are not 

satisfied here. As it is observed from VIF(Multicollinearity) (Figure 1e), the 

linearity condition of residuals (Figure 1b) and Heteroscedasticity (Figure 1f) 

does not satisfy the assumptions. 

The non-linear regression model (Cobb Douglas Model) is a good fit for 

this data. 

By applying log on the nonlinear model the non-linear regression model is 

converted into a linear regression model and tested for all the 

assumptions/validation checks required for any linear model and found that 
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all the assumptions hold good for this model. 

• The non-linear model can be interpreted as, if the capital is increased 

by 1% then there will be an increase of 1.16% in the output and if the 

labour is increased by 1% then there will be a decrease in the output by 

0.40%. Which indicate the Indian organised manufacturing sector is 

heavily dependent on the capital intensity sector but not on the labour 

intensity sector and there is a huge gap between the labour and capital 

intensive sector in India. 

• The constant value of 4.026 indicates that in the absence of labour and 

capital if the other factors like material inputs, no of industry etc is 

increased by 1% then the output will be increased by 4.026%. 

VI. Limitation 

• The study is restricted to only the organised manufacturing sector in 

India. Further, it can be extended to study for both organised and 

unorganized manufacturing sectors in India. 

• The data from 1981-82 to 2017-18 is considered for the study. Further 

analysis can be done using the data from 1950 onwards. 

• The study analyzes only two independent variables Labour(L) and 

Capital(K) on the dependent variable Output(Q). However, in future 

research, it can be done on more variables that will provide better 

results. 
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