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Abstract 

The prediction model is more significant among the research areas. As there is a growing 

demand for forecasts, it has become a more popular and useful instrument. As a result, the 

majority of us rely on predictions the majority of the time. The majority of us do not consider 

what will occur after the prediction has been made. Prediction is the process of determining a 

rough outcome, but the anticipated outcome can also be saved for later use. The more we 

employ the projected value, the higher our result’s future usability will be. People are growing 

increasingly interested in property values and their forecasts. Real estate value is unusual 
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among them because it is a fixed asset. Real estate is concerned with the land that is most 

important to everyone. Land and house ownership will have a direct impact on the country’s 

economy, both in terms of growth and decline. Home is where we all live, and thus it is a 

mandatory place for all people on the planet, and economic growth is anticipated using real 

estate as one of its predictive qualities. The child develops positive attributes as a result of 

where he lives and how his environment influences him. In order to predict its worth, the 

environment and the environment are also key factors to examine. However, most of us will just 

analyse the structure and its physical elements, ignoring the fact that the true values of price 

rises and falls will be determined by the additional surrounding environments that are located 

nearby. The idea’s major purpose is to not only anticipate the price, but also to find some 

possibilities after the prediction is correct, so that the prediction is not the conclusion of the 

idea, but rather the start of a new one. 

1. Introduction 

Not only in our country, but around the world, the real estate market is a 

booming and appealing investment option. It is one of the ways to assess a 

country’s and an individual’s wealth. It’s a major issue for all parties 

involved, including homebuyers, homeowners, brokers, real estate agents, 

and investors. 

The price of real estate will continue to climb in a haphazard manner. As 

a result, the price is determined by certain qualities and parameters like as 

the property’s square footage [m2. ft], the number of rooms and balconies, 

and so on. The location of the property is crucial in predicting its value. 

Additional functions, such as the availability of basic requirements and the 

valuation of people, can also influence the property’s value. These 

characteristics fluctuate over time and are not fixed. As a result, if we have 

all of this data in the correct format with likely real values, the prediction 

will be more accurate. Data collection and cleaning are the most important 

aspects of forecasting. It will assist us in obtaining the true values of data and 

in converting irrelevant data into helpful or real data. As a result, price 

forecasting is influenced by a number of factors. All of these characteristics 

aid in the prediction of individual outputs, such as price. Figure 1 depicts the 

various adjacent features which influence the predictors for the property. 
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Figure 1. Features for Property prediction. 

Several works are intertwined with our implementation. Figure 2 depicts 

the supply and demand relationship. However, the most important aspect of 

our execution is to make excellent use of the predicted outcomes. The 

outcomes are influenced by a number of variables. Other associated data can 

also influence the output. As a result, when the anticipated values are not 

accurate, the cost of a property or habitat can be forecasted using Machine 

Learning ideas in our application. They may also be able to change 

throughout time as a result of other factors including the environment and 

current events. To anticipate housing prices, a variety of techniques are 

utilised, including linear regression, random forest, gradient improvement 

and others. 

 

Figure 2. Supply and Demand. 

This research [2] employs a hybrid regression strategy to find house 
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prices by focusing on the novel feature in order to discover the optimal 

feature and its relationship with the selling price. To improve precision, 

feature engineering boosted the data’s normality and linearity. They devised 

a strategy that integrated a number of algorithms. They showed that working 

with the Ames housing data was simple, and that using hybrid algorithms (64 

percent and 36 percent, respectively) yielded better results in terms of house 

prices than using just one. A group of students presented this paper [5] by 

integrating linear and augmented algorithms with neural networks, so that 

the prediction accuracy might be improved. In this case, data with a variety 

of features is employed, which is crucial for forecasting. It was not cleaned at 

first, but it was cleaned well later for better performance. In this 

implementation, they used regression methods. The dataset was processed 

using neural network techniques, which will return all of the results. He’ll 

examine the data and present the findings. As a result, using a neural 

network to improve regression improves accuracy. This article proposal [8] is 

about using an optimization strategy and regression analysis to improve the 

model’s outcome and obtain a highly predictable value. NJOP pricing is 

projected using hedonic price and regression approaches based on NJOP 

construction price, land area, and land price. A stochastic optimization (PSO) 

technique is employed to select the effect variables. As a result, the RMSE 

14.186 was found to be the minimal predicted error. This paper [11] was used 

to anticipate an unstable value, with certain machine learning algorithms 

doing better than others. Data purification, data analysis, and data 

evaluation are some of the intermediary phases. Finally, for easier 

understanding, the output result was saved as a CSV file. The Decision Tree 

was used to attain the highest precision of roughly 84 percent in this 

implementation, and a classification method was used to test the regression 

problem effectively. There are 80 features in an open source (Gaggle) data 

set. As a result, 37 factors that influenced the cost of homeownership are 

examined. The prediction of two regression methods is compared in this study 

proposed by Limsombunchai, Christopher Fan, and Minnie Lee [14] and 

implemented empirically. A considerable amount of household data was put 

to the test. Hedonic pricing models backed up the aforesaid findings. Even 

with an R2 value of more than 75%, the pricing model does not outperform 

the neural network. The price projection will vary due to anomalies between 

the attributes of the home and the price due to insufficient data for 
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surrounding features and fewer data. The model’s shortcoming is that, due to 

a lack of genuine market data, the anticipated price is an estimate rather 

than the actual price of the house. The model’s weakness is that it does not 

account for adjacent extra features when making predictions. To anticipate 

price, this article [17] proposes employing algorithms (ML) based on 

residential property and crime data. Property appreciation is a prevalent 

problem in today’s market. Many elements are now playing a larger role in 

deciding the price of homes and real estate in the aftermath of the US crisis, 

which was triggered by stock losses in recent days. Agencies, finance, real 

estate specialists, and brokers have all played a role in price prediction, 

which has outperformed the traditional method of projecting sales. This one 

employs the various factors of the house’s attributes to produce and present 

forecasts, as opposed to pricing, where the only variable sets the price. If the 

home has outstanding interiors and views, its worth is higher than normal; 

however, investors or buyers will have to make a decision based on other 

data, so that all of these factors are taken into account when predicting the 

price. To forecast the price represented in Figure 3, buyers must consider 

time and quality. 

 

Figure 3. Time, quality Vs price. 

The goal of this study [20] was to mimic ozone in the lower atmosphere. 

Environmental contaminants and weather variables were used to make the 

forecast. In this suggestion, principal component analysis was combined with 

ANN. It is demonstrated that combining multiple model predictions improves 

accuracy when compared to a single model prediction. The PCR variable 

selection technique was used to identify the subset of variables. The KNN 

was then used to fix the non-linearity. ANN is better at matching than PCR, 
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but when the two are combined, the result is much better. The reason behind 

this research [23] is to deal with the evaluation of the value of a house in 

Virginia. The value of OFHEO is used to determine housing offers. It also 

aids in the forecasting of future pricing. The accuracy of this model was 

increased by training on 5, 359 town dwellings. The property’s value is 

determined by the crime rate in the area depicted in Figure 4. To compare the 

precision for improved performance, the model was constructed by utilising 

methods such as Naive Bayesian, Ada Boost, and RIPPER. As a result, the 

RIPPER algorithm performs better than the other algorithms in this 

scenario. Recent research has attempted to use algorithms like Neural 

Networks and Support Vector Machine, but in the above research, the 

algorithms’ accuracy was compared to find the best algorithm. 

 

Figure 4. Factors for the property price prediction. 

The purpose of this study [26] is to depict the direction of stock movement 

and the stock price index for the Indian stock market. It works in two ways 

and is compared to three algorithm methods: For starters, commercial data 

can be analysed using technical parameters. The efficiency was enhanced 

when the parameters were represented as deterministic trend data, according 

to the findings. The focus of this model is on short-term prediction, however 

when real-time data, such as B. time-based data, is required, long-term 

prediction will be a challenge. As a result, the success of our plan is 

dependent on human behaviour in terms of spending and making judgments 

in numerous areas. 
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3. Existing System 

Real-Estate Prediction was performed using various Machine learning 

algorithms like Regression Algorithms and some other commonly used 

classification Algorithms [27].  

3.1. Random Forest Algorithm. Classification and regression issues 

can be solved by Random Forest Algorithm in Machine Learning. It’s based 

on the ensemble learning principle, which combines several classifiers to 

provide solution for a complex issues and increase model performance. It 

averages a sequence of decision trees from distinct subsets of a data set to 

enhance the data set’s prediction accuracy.  

3.2. Stepwise Regression. In stepwise regression, the attribute that 

contributes the most to the result has a high priority; it ignores the attribute 

that did not contribute to the result, even if it is of high value and high 

availability; therefore, only important attributes for model prediction are 

used and ensured.  

3.3. Linear Regression. It’s an algorithm that depicts the x value based 

on multiple values assigned to y. The line of best fit is determined using the 

mathematical formula ,cmxY   but the data points are dispersed. As a 

result, drawing the perfect line is impossible, but a form of best-fit line is 

achievable. Simple linear regression and multiple linear regression are the 

two forms of linear regression. A value with only one independent variable is 

predicted by Simple Linear, whereas a value with one or more independent 

variables is predicted by Multiple Linear. The data processing and analysis 

steps are the most important implementation process. The analysis steps are 

shown in Figure 5. 

 

Figure 5. Analysing and processing of data. 
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4. Linear Regression for property and possibility prediction. 

House price prediction can assist a builder in determining the selling price of 

a home in a specific location, as well as assist a client in determining the best 

time to buy a home. House prices are predicted with a new set of parameters 

using a different technique. We also forecast settlement compensation. 

Mathematical relationships help us understand many aspects of daily life. 

When such relationships are expressed with accurate numbers, we gain 

additional clarity of variables. A linear regression based on hedonic prices is 

used as the method. Gharehchopogh’s previous research, which used the 

linear regression method, discovered 0.929 inaccuracies with the real pricing. 

The least squares coefficient determination is commonly used in linear 

regression, although finding the optimum formula takes a long time.  

4.1. Algorithm. Used After using several algorithms, thus at last we got 

the high accuracy in one of the algorithm used. Thus the algorithm with 

highest accuracy is mentioned below, 

 Linear Regression  

4.2. Linear Regression. It’s a type of supervised learning in which we 

know both the X and Y forms and can get -y output for the X given as data 

collecting input. In linear regression, the mathematical formula cMXY   

is used to identify the best fit line that runs across the data points. However, 

because the data points are distributed, a perfect line can’t be drawn; only the 

best-fit line can be drawn. Simple Linear predicts a value with only one 

independent variable and Multiple Linear predicts a value with one or more 

independent variables. 

4.3. Process Flow. The process implementation starts from data 

gathering and ends with prediction. Thus, we planned to use those predicted 

value for further insight prediction and the flow is depicted in figure 6. 
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Figure 6. Implementation Process Flow. 

4.4. Dataset Used. The size of the property, the number of bathrooms, 

the number of bedrooms, the balcony, and the type of location are not factors 

in our projects. Instead, we employed a large amount of data that is critical 

for the price prediction’s contribution. We used approximately 10,000 rows of 

data with approximately 8 columns of price prediction features. Because the 

first data we acquire may or may not be erroneous, the first and most crucial 

step is to clean up the data so that we can better comprehend it. When data is 

adequately cleansed, it helps us anticipate the value more precisely. The data 

properties are depicted in Figure 8 below. Data cleansing is one of the more 

time-consuming steps, yet it is necessary for the process to progress. Keep 

yourself safe and productive. Each trait has a priority and a role to play in 

the forecast. The function with the highest priority has a bigger impact on the 

output, whereas the function with the lowest priority has a smaller impact on 

the predicted result. The prediction procedure begins after the data has been 

cleaned up. The feature’s meanings are based on the proposal we 

implemented, as illustrated in Figure 7. This is time series data, which 

means that it varies over time. As a result, this data is frequently controlled 

in order to make the process more efficient.  
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Figure 7. Feature importance. 

4. 5. Dataset Attributes. 

 

Figure 8. Dataset Attributes. 

5. Experimental Result and Design Analysis 

5.1. System Analysis and Design. 

 

Figure 9. System Analysis and Design. 
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5.3. Algorithm’s Accuracy. Thus the accuracy of the algorithm shows 

that how correctly our implementation predicts the outcome of the data. Thus 

these predicted values are compared with predefined outcome values and 

produce the algorithm’s accuracy as shown in figure 10. 

 

 

 

 

Figure 10. Algorithm Accuracy. 
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5.4. Crime Possibility. The crime report possibility is generated by 

analysing the past 10 years’ crime data. These data are manipulated and 

produce a graph to understand the crime rate for a particular area as shown 

in figure 11. 

 

Figure 11. Crime Report Chart. 

5.5. Price Prediction. The price prediction module in our 

implementation will predict the price for the user inputs. These inputs are 

taken and converted into an acceptable format and then it will be given to the 

Regression model for prediction process. These process are shown in figure 

12.  

 

Figure 12. Price Prediction. 

6. Conclusion 

In summary, the price of the property and homeownership depends on 
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the different factors around the property. The idea of using the efficient 

algorithm is to create a useful model which drops the implementation to the 

higher end. Hence, the final predictions are used not only to predict the price 

but also to find the possibilities which helps the buyers to take decision in 

buying a property [27]. In the future, implementation will not be based on the 

accuracy of the prediction, but on how we will make better use of those 

predictions. The big challenge is to collect additional information about the 

crime rate around the property, so that the task of predicting the value of a 

property can be made accurate.  
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