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Abstract 

The rise in air pollution is causing health problems to millions of lives. Urbanization, 

industrialization, increase in number of vehicle and many more are the reasons behind sudden 

increase in air pollution. Location, time, surroundings and other uncertain things affect the 

quality of air. To avoid above problems, we are creating a system. There occurs a mild health 

problem, when we are unprotected to air over a period of time like shortness of breath, eye 

irritation, skin irritation; all the problems are linked to the level of pollution. In this system, we 

are focusing on RSPM and AQI levels. We are using neural network learning models like LSTM, 

CNN. These models will help in the prediction of unhealthy levels of pollution. 

I. Introduction 

Health care is a major issue in our country since the environmental 

hygiene is below standard. The air quality of our surrounding is degrading 

day by day due to increase in pollution. There are many components in air 

like gases and particles such as SO2, CO2, and PM2.5. SO2 causes shortness 

of breath, coughing and PM2.5 gets inhaled and irritate and damage alveoli 

and consequently impair lung functions [6]. If these things we inhale 

regularly more than expected quantity or breathable level, it might lead to 

death. There are various reasons that increase the amount of PM2.5, SO2 and 

other harmful things in air. One of the main reasons for increment of these 

things is industrialization. The plantation of industries causes exhaustion of 
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harmful gases in air through chimneys [7]. There are many air quality 

monitoring systems installed and setup in many cities throughout the 

country by the state government and central government to monitor air 

quality at that particular place. In this system, we are going to predict the air 

quality by using deep learning (DL) algorithms. The historical data we get 

from official websites will include some variables such as SO2, CO2, PM2.5, 

etc. [9] We are using deep learning algorithms because it gives more accurate 

results than traditional machine learning approach. It trains on much larger 

dataset than we use in machine learning, it learns patterns in data and 

analyse it to predict the outcome [10].  

II. Related Work 

Ibrahim K. OK, Mehmet Ulvi SIMSEK, Suat OZDEMIR proposed a model 

in 2017, in that they have managed to get data through IOT devices. They 

have used LSTM. They have divided their model into three sections. In first 

section, LSTM neural network model is built and experiments conducted for 

the parameters to give its best LSTM structure and SVR model is trained for 

evaluating its success. In the subsequent section, a naming unit is made that 

names information as indicated by the day by day AQI readings. In section 

three, a choice unit is created which depicts as indicated by the watched and 

anticipated caution circumstances. Their acquired outcomes represent that 

the work of the LSTM based forecasting model to IOT information is powerful 

and satisfying [1]. 

Ziyue Guan, Richard O. Sinnott proposed a model in 2018, in that they 

have used three models for the prediction of PM2.5. They have used linear 

regression, artificial neural network (ANN) and LSTM. Then, they compared 

these models and came to a conclusion that LSTM gave them the best results. 

LSTM performed best and was able to estimate high PM2.5 values with 

reasonable precision. ANN and linear model have their downsides in forecast 

of excessive PM2.5, they offered sensible performance. [2]  

Timothy M. Amado, Jennifer C. DelaCruz, proposed a model in 2018, in 

this model, they have used various sensors that can measure the 

temperature, humidity, quantity of gases in air and many other. They have 

applied five methods to build predictive model for air quality. They have used 
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KNN, SVM, Random Forest, Naive Bayes and neural network. Among all 

these methods, neural network gave them the best results [3].  

Chavi Srivastava, Shyamli Singh, Jen Amit Prakash Singh proposed a 

model where they estimate the air pollution in Delhi using various machine 

learning algorithms such as linear regression, decision tree, support vector 

regression etc. they have used PM2.5, PM10, SO2,CO2, etc as variables. For 

evaluation of model they used mse, mae, R2 [4].  

Pratyush Singh, Lakshmi Narasimhan T, Chandra Shekar 

Lakshminarayanan proposed a model in 2019 that uses LSTM network model 

for various variables such as PM2.5, CO2, etc. They used 50 neurons each in 

3 layers of network. They have used root mean squared error (RMSE) for 

measuring the measure [5]. 

III. Problem Statement 

The rise in air pollution is causing health problems to millions of lives. 

Urbanization, industrialization, increase in number of vehicle and many more 

are the reasons behind sudden increase in air pollution. Location, time, 

surroundings and other uncertain things that affects the quality of air. This 

system will help in forecasting air quality using neural networks with the 

help of historical data sets.  

IV. Data Collection 

In this system, we have gotten our data from the official Maharashtra 

Pollution Control Board (MPCB) website. As the data is being provided by the 

government of Maharashtra it is trusted. Data should be complete and there 

should be no missing values. All the values in dataset should have only one 

unit for that particular variable. So, data is an important factor in any type of 

data analytics.  
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Figure I. AQI Chart. 

The above chart indicates the AQI values and corresponding level of 

threat to it. 

V. Proposed Model 

This section describes the work flow of the project and the system 

architecture. It describes how the data will be used in various stages of the 

project and the various algorithms and modules that will act upon it. 

Extraction. In this system we will be collecting the historical data of air 

quality from the trusted sources. Maharashtra government site provides this 

data through their website named Maharashtra Pollution Control Board. We 

will store this data as a .csv (comma separated values) file.  

Input. In the implantation of this system we will first import the 

libraries which we are going to use such as numpy, pandas. These libraries 

are going to help us in importing, managing of the data. Then we import the 

dataset using pandas library.  

Pre-processing. Data pre-processing is a procedure of converting raw 

data into a reasonable format. True information is commonly inadequate, 

conflicting and is probably going to contain mistakes. In this block, the data 

gets cleansed, noise and outliers get removed, and missing data is handled 

and other things. So, this method is used to resolve those issues and prepare 

it for further processing. 
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Model Building. We will build LSTM and CNN model. We will give 

some input variables to the input layer which will be relevant to the outcome. 

Then the second layer is hidden layer, in hidden layer we have to choose the 

number of hidden layers as well as number of neurons or units in each hidden 

layer. Also, we have to specify that if it is going to be the last hidden layer. 

The last layer is output layer, in which we have to specify output variable. We 

also have to specify the optimizer in this stage. Analyse the output predicted 

by this block. And iterate this process by adjusting some values to get the 

best model.  

Visualization of Results. In this block, we are just visualizing the 

predicted outcome given by the model we trained in the previous block. The 

results are represented in graphical format and as well as in tabular format.  

 

Figure II. Block Diagram 3. 

VI. Types of Model 

A. LSTM Model 

For LSTM model building, we import packages from keras. After that, we 

have sequential function for initializing, LSTM function for LSTM layers, 

dropout function for eliminating neurons and a dense layer for output.  
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B. CNN Model 

For CNN model building we need to import packages such as 

convolutional layer, pooling layer, flatten layer and dense layer. Each layer 

has its own job. The parameters provided to these are in the next section.  

VII. Results and Analysis 

The parameters we used to build our model are as below. 

For LSTM MODEL for CNN MODEL  

Table 1. LSTM Parameters Table II: CNN Parameters. 

Hyperparameters Values Hyperparameters Values 

Input layer 1 Input layer 1 

Hidden layers 3 Filter 64 

LSTM units 50 Kernel size 2 

Dropout 0.2 Dense layer 3 

Output layers 1 Pool size 2 

Batch size 32 Verbose 1 

Number of epochs 100 Number of epochs 100 

Optimizer Adam Optimizer Adam 

Loss Mean squared error Loss Mean squared error 

We have represented the outcome of model in graphical format as follows:  

A. LSTM Model Graph  

 

Figure III. Graph of AQI using LSTM. 
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Figure IV. Graph of RSPM using LSTM. 

As you can see from the graphs that the LSTM model was able to capture 

the flow in both AQI readings and RSPM readings.  

B. CNN Model Graph  

 

Figure V. Graph of AQI using CNN model. 
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Figure VI. Graph of RSPM using CNN model. 

As you can see from the graphs that CNN model has not captured the trend 

as better as LSTM did. The below table shows the error calculated in model. 

We have used two different methods of error calculation. 

Table III. Error Evaluation. 

Prediction Model Error Evaluation 

RMSE MAE 

LSTM-for AQI 0.45 0.002 

LSTM-for RSPM 0.69 0.002 

CNN-for AQI 2.89 0.0295 

CNN-for RSPM 0.52 0.0295 

The above table gives error values corresponding to that predictive model. 

We have made a table that compares actual values and the predicted values 

which we have gotten by respective model.  
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A. LSTM Table  

Table IV: Comparison of LSTM. 

 

B. CNN Table 

Table V. Comparison of CNN. 

 

The above two tables give a comparison between actual values and 

predicted values by the models for 25 days. 
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VIII. Conclusions 

This framework proposed an air quality expectation framework for 25 

days using neural network models such as LSTM and CNN. As we 

experimented with the models for predictions; we observed that LSTM model 

has given better results than the CNN models. For better understanding of 

the outcome we have provide graphs and comparison table between actual 

values and predicted values. 
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