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Abstract

A decomposition H of a graph G into subgraphs Hj, Ho, ..., H,, is said to be cyclic if there
exists an isomorphism f of G which induces a cyclic permutation fi; of the set V = V(G) and
satisfies the following implication: if H; € H, then fH; € H for some subgraph H; of H. Here
fH; is the subgraph of G with vertex set {f,:ueV(H;) and edge set {f,, : w € E(H;)}. In this

paper we concentrate the cyclic decomposition of unicyclic graphs into stars and paths.

1. Introduction

The method of cyclic decompositions which we are going to expound has
been used in many papers, see e.g. Kotzig (1965), Rosa (1966) and Hartnell
(1975). The treatment of cyclic decomposition and its extend has appeared in
a book “Decomposition of Graphs” authored by Juraj Bosak. Terms that not
defined here are used in the sense of Harary [4] and Juraj Bosak [5].

2. Related Results and Examples

Notation 2.1. Let G be a graph which admit a cyclic decomposition.
Notice that Hj, Ho, ..., H,, are the cyclic decompositions of G where
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n =| H; | and we say that G can be cyclically decomposed into n copies of
H,.
A cyclic decomposition is called a cyclic H; -decomposition with respect to

the suitable subgraph H; of G where H; can be any connected subgraph of
G.

Remark 2.2. Consider the vertex set of a graph G, V(G)
={,2,3,...,v},v>3 and

/= 123,...,v-1v
234, .01

The mapping f will be called a (simple) rotation, and its i-th iteration an i-
fold rotation (i =1, 2, 3, ..., n). In cyclic decomposition, the term rotation can
be applied to subgraphs or their elements. Therefore, we shall speak of a
rotation of subgraph, vertex or an edge. This terminology is justified by a
representation of G in the plane so that the vertices of G coincide with the
vertices of an N-gon, N > 3 and the edges of G are the sides and diagonals of
the N-gon. Rotations of subgraphs, vertices, or edges then become rotations

around the center of the N-gon giving this word its natural meaning.

Example 2.3. Consider the graph G given in Figure 2.2 where the cyclic

decomposition of G is shown by different colours.

Figure 2.1
We shall write the permutation f of the set V(G) = {0, 1, 2, 3, 4, 5} as

. 012345
431250

is a cyclic permutation which is represented by the mapping given below
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f
/\

=

=

where f(0)=4, f1)=38, f(2)=1, f(8) =2, f(4) =5, f(5) =0. Using the
mapping f we get the edges of respective H;’s for all i =1, 2, 3 Consider
E(H;)=1{04,14,13, 4 3}. The following are the edges of Hy, f(0 4) =4 5,
f14)=385,f13)=32,f(43)=52, the following are the edges of
Hs, f(45)=50,f(85)=20, f(32)=21, f(52) =01 and the following are
the edgesof Hy, f(50)=04, f(20)=14,f(21)=13,f(01)=4 3.

2. Cyclic Decomposition of Unicyclic Graphs

If U admits a cyclic H; -decomposition then H; is any one of the tree. In

this section we concentrate the cyclic decomposition of U into stars and paths.

Notation 3.1. Let U be a unicyclic graph and r be the length of the cycle

in U. Let {v;, vy, vs, ..., U,} be the consecutive vertices of C, in U.
Lemma 3.2. If U admits a cyclic decomposition, then C(U) < V(C,.).
Proof. It follows from that Lemma 2.3, C(U) < V(C,).

Lemma 3.3. If U admits a cyclic decomposition, then r = 0(mod n)

Proof. Let U admit a cyclic decomposition. It follows from that Lemma
3.2, C(U) < V(C,). We claim that C, contributes exactly r/n edges to each

H;. Consider the following cases.
Case (i) C, contributes more than r/n edges to each H;.

Then we can find at least one H; which contains< r/nedges from C,.
Since the decomposition is cyclic, the rotation of H; around C, produces U.

Then G does not admit a cyclic decomposition since the improper rotation of
some H; around C,, which contradicts our assumption.
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Case (ii) C, contributes less than r/n edges to each H;.

Then we can find atleast one H; which contains> r/n edges from C,. It

follows from that case (i), we get contradiction since the improper rotation of
some H; around C,.

Then from the above cases C, contributes exactly r/n edges to each H;
so that r = 0(mod n).

Theorem 3.4. U admits a cyclic P,, decomposition if and only if U is any
one of the following unicyclic graphs

1. U = C,,, r is composite.

2. U-V(C,)=nPj,j=m-r/n-1 and P; is the component of

U-{v,} forall1<i<n.
i
n

3. U-V(C,)=nP;UnP,, j+k=m-r/n-1 and P;, P, are the

componentsof U —{v .} forall 1 <i < n.
i

n
Proof. Let U admit a cyclic P,, decomposition. Let u; and w; be the end

vertices of H;. Consider the following cases.

Suppose u;, w; € V(C,). Without loss of generality we may assume that
u; =, wj =, are the end vertices of H; where H; is a v —v,, path.
Since the decomposition is cyclic, v,,, vg,,_1 are the end vertices of Hy where
Hy is a v, —vg,,_1 path. Similarly, vy, _103,,_1 are the end vertices of Hg
where Hg is a Uy, — U3y Path. Proceeding like this we get v, _1),-(n-2)
and  Uppm_(n-1)(=v1) are the end vertices of H, where H, is a
U(n-1m-(n—2)) — U1 path. Then we can define that U = C,, r is composite.
Hence (1).

Suppose u; € V(C,) and w; ¢ V(C,). Then u; is one of the end vertex of
some H; and belongs to exactly two H; where d(x;)=3 and
wj e U-V(C,). Then C, contributes exactly r/n edges to each H;. Let
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u;, =; where V(C,)={v1, U9, U3, ..., Upy U 13U sty U s U
- 1+—= 24— 2—  1+2—
n n n n n
U grr o Ur }. Without loss of generality we may assume that w;, v, are
+2— n— —
n n

the end vertices of H;. Since the decomposition is cyclic, wo, v r are the end
n

vertices of Hy Similarly ws, vy are the end vertices of Hj. Proceeding like

n

1—

this we get w,, v , (= v,) are the end vertices of H,,. Then H, isa w; —v_,
nl
n n

path for all 1<i<n and {v, :1<i < n} is the set of all cut points of U
i

n
where d(v, %) =3. Then we can define that U-V(C,)=nP;,

=m~—r/n—1 and P; is the component of U —{v ,.} for all 1 <i < n. Hence
L

n
(2).

Suppose u;j, wy, ¢ V(C,). Then uj, w, € U~-V(C,) and C, contributes
exactly r/n internal edges to each H;. Let V(C,)= {v, vg, vs, ...,

;s Ut where V(C r) is the internal
nl

U U 0

— 1+— 2+— 2—  1+2— 2+2—
n n n n

vertices of H; for all 1 <i < n. Without loss of generality we may assume
that u;, wy are the end vertices of H; where H; isa u; —w; path. Since the
decomposition is cyclic, Hy is a ug —wy path and Hg is a ug —ws path.
Proceeding like this we get H, is a u, —w, path. Then H; is a u; —wy,

path for some u; € P; and wy, € P, and {vi, :1 < i < nj is the set of all cut

n

points of U where d(v ,)=4. Then we can define that
nl

n

U-V(C,)=nP;UnP,, j+k=m-r/n-1 and P;, P, are the components
of U—{v ,} forall 1 <i < n. Hence (3).
i

n

Conversely, let (1), (2) and (3).

Consider (1). Then H; ;Pl , for all 1<i<n is a cyclic P,
+

n
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decomposition of U.

Consider (2). Then H; = P, LT is a cyclic P,, decomposition of U where
JH+l+—
n

. r : .
C, contributes 1 + — consecutive vertices to each H;.
n

Consider (3). Then H; = P pa1a is a cyclic decomposition of U where
J+h+1+—
n

. r . .
contributes 1 + — consecutive vertices to each H;.
n

Lemma 3.5. If U admits a cyclic S,, decomposition, then either n =r or

n=§.

Proof. It follows from that Lemma 3.3, r = 0(modn). Clearly C,
contributes exactly % edges to each H;. We claim that % < 2. Suppose C,
contributes at least three edges to each H;. Then H; can contain more than
one internal vertex, which contradicts our assumption. Thus % < 2. Then

either = =1 or 2 =2. If =1 then r =n and if L=2, then n = _.
n n n n n

Hence the lemma.

Theorem 3.6. U admits a cyclic S,,, m > 2 decomposition if and only if

U is any one of the following unicyclic graphs

1. U = C2r'

2. U = Cr @K,Cn_l.

3. U is a graph obtained by subdividing the edges of C, in
U = Cr @K,cn_l.

Proof. Let U admit a cyclic S,, decomposition. It follows from that

Lemma 3.5, C, contributes at most two edges to each H; and n =r or

n = —. Since m > 2, we start to concentrate the case of m = 2. Suppose that

r
2
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C, contributes the m = 2 edges to each H;. Without loss of generality we
may assume that vy, vy are the end vertices of H; and vy is the internal
vertex of H;. Since the decomposition is cyclic, v, v5 are the end vertices of
H, and v, is the internal vertex of Hy. Similarly vs, v; are the end vertices
of Hs and vg is the internal vertex of Hj. Proceeding like this we get
Ugy_1, Ugry1(= vy ) are the end vertices of H,, and vy, is the internal vertex

of H,. Then we can define that U = C,.. Hence (1).

Suppose C, contributes exactly one edge to each H;. Without loss of
generality we may assume that v; is the internal vertex of H; and vy is an
end vertex of H;. Since the decomposition is cyclic, vy is the internal vertex
of Hy and vg is an end vertex of H,. Similarly vg is the internal vertex of
Hj3 and vy is an end vertex of Hg. Proceeding like this we get v, is the
internal vertex of H, and v,,i(=v;) is an end vertex of H,. Then C,
contributes an edge wv;v;,; for all 1<i<r to each subgraph where
Upy1 = Up. Since H; = S,,, there are m —1 vertices in U - V(C,) which
uniquely incident with  {v;} for all 1<i<n, e V(C,) to produce the
remaining m -1 edges of each subgraph. Then we can define

U=C,oK} i, r=n Hence (2).

Suppose C, contributes exactly two edges to each H;. Without loss of
generality we may assume that ve,v;, vju9 € V(H;). Since the decomposition
is cyclic, vgus, vguy € V(Hy). Similarly vsvs, vsvg € V(H;). Proceeding like
this we get vg,_gUg,_1, Ug,_1V9, € V(H,). Then vj_4v;, v, € V(H;) for all i
where d(v;)>3,j=13,5,..,2r-1. Since H; = S,,, there are m -2
vertices in U — V(C,.) which uniquely incident with {v;} for some v; € V(C,)
where j=1,3,5,...,2r —1 to produce the remaining m — 2 edges of each

H; forall 1 <i < n, r =2n. Hence (3).

Conversely, let (1), (2) and (3).

Consider (1). Then H; = S,, is a cyclic S,, decomposition of U.
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Consider (2). Let V(U)={v;, vy, 03, ..., v JUlx1, %9, X3, ., Xim1s X(mot)i1s
X(m—-1)+25 -5 X2(m—1)> ¥2(m—1)+1> -+» Xn(m-1)] Where {vj,vs,03,...,0,}eV(C,)
and  {xy, X9, X3, ..., Xp(m-1)} € V(K1) Then  H; = (v;, Vi1, Xj, Xjy2,
Xj43s s Xi(m-1)) for all i=1,2,3 ...,7 and j=1(m-1)+1,2(m-1)
+1,...,(n-1)(m-1)+1 is a cyclic S,, decomposition of U where for
iI="r, v =10

Consider (3). Let V(U)={v;, vy, vs,...,ortU{yy, us, u, ..., u, U {xy, x9, x3, ...,
Xm-2s X(m-2)+1s X(m-2)+2s -+ X2Am-2)+1s -+» Xn(m—2)} Where {vj,v9,03,...,0,}
e V(C,), {x1, X9, X3, ..., Xp(m-2)} € V(Kp—2) and {uy, ug, u, ..., u,} be the
vertex set subdividing the edges of C,. Then
H; = (v, W, Uj1, Xj, Xjig, Xj 3, o5 Xi(m—g)) for all i=1,23, ...,7 and
j=1L,(m-2)+1,2m-2)+1,...,(n-1)(m-2)+1 is a cyclic S,

decomposition of U where for i =1, u;_; = u,.

Conclusion

In this paper we have dealt with some general properties and
construction methods of cyclic decomposition of unicyclic graphs. In future we

plan to find the cyclic decomposition of various graphs.
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