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Abstract 

In this paper, we deal with the ideal statistical convergent and ideal statistical Cauchy 

sequence in paranormed spaces. Let NI 2  be a non-trivial ideal in N. A sequence  kxx   is 

said to be I-statistically convergent to  in  gX ,  if for every 0  and 

    .:
1

:,0 Ixgnk
n

Nn k 








    is called  -, Ig Statistical limit of the 

sequence  kx  and we write   .lim,  kxstIg  We discuss some properties of these concepts 

and some inclusion relations between the spaces. 

1. Introduction 

The notion of statistical convergence was introduced by Fast [1] and 

Steinhaus independently in the same year 1951 and since then several 

generalizations and applications of this notion have been investigated by 

various authors. In [2], Kostyrko et al. introduced the concept of I- 

Convergence of sequences in a metric space and studied some properties of 
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such convergence. Note that I-Convergence is an interesting generalization of 

statistical convergence. The notion of ideal statistical convergence and ideal 

statistical Cauchy sequence are introduced in -2a normed space [3]. 

Motivated by this fact, in this paper, the notion of ideal statistical 

convergence and ideal statistical Cauchy sequence in paranormed space and 

some important results are established. 

2. Definitions and Preliminaries 

Definition 2.1. A paranorm is a function Xg :  defined on a linear 

space X such that for all .,, Xzyx   

(i)   0xg  if .x  

(ii)    xgxg   

(iii)      ygxgyxg   

(iv) If  n  is  a  sequence  of  scalars  with   nn 0  and  

Xaxn ,  with   naxn  in the sense that      ,0  naxg n  

then   naxnn 0  in the sense that    .00  naxg nn  A 

paranorm g for which   0xg  implies x  is called a total paranorm on 

X, and the pair  gX ,  is called a total paranormed space. 

Definition 2.2. A family YI 2  of subsets of a non empty set Y is said 

to be an ideal in Y if (i) ,I  (ii) IBA ,  imply ,IBA   (iii) 

ABIA  ,  imply .IB   

Definition 2.3. Let X be a non empty set. A family of subsets 2I  is 

called a filter on X if and only if (i) ,I  (ii) IBA ,  imply ,, IBA   (iii) 

BAIA  ,  imply .IB   

Definition 2.4. An ideal I is called non trivial if I  and .IX   

The filter  IAAXI  :  is called the filter associated with the 

ideal I. 

A nontrivial ideal 2I  is called an admissible ideal in X if and only if 
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  .: XxxI   

Let fI  be the family of all finite subsets of N. Then fI  is an admissible 

ideal in N and I-convergence coincides with the usual convergence. 

Definition 2.5. A sequence  kx  is called Statistically convergent         to 

L in a paranormed space  gX ,  if for each ,0  

    .0:
1

lim  Lxgnk
n k  It is written by   .lim Lxstg k   

3. Main Result 

Definition 3.1. Let 2I  be a non trivial ideal in . A sequence  kx  

of  gX ,  is said to be I-Convergent to 0x  if for each ,0e  the set 

      .: 0 IxxgNkeA n   0x  is called the  -, Ig limit of the 

sequence  kx  and we write   .lim, 0xxIg n   

Definition 3.2. Let 2I  be a non trivial ideal in N. A sequence  kx  

is said to be I-Statistically Convergent to ξ in  ,, gX  if for every 0  and 

every      .:1:,0 IxgnknNn k     is called  -, Ig  

Statistical limit of the sequence  kx  and we write   .lim,  kxstIg  

Theorem 3.3. If  kx  be a sequence such that    kxstIg lim,  then 

 is determined uniquely. 

Proof. If possible let the sequence  kx  be  -, Ig statistically 

convergent to two different numbers 1  and .2  That is for any  

0,0   we have 

     IFxgnk
n

NnA k 






  11 :

1
:  

and 

       .:1: 22 IFxgnknNnA k   

Therefore ,21 AA   since  .21 IFAA   Let 21 AAm   and take 
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 
,0

3
21 




g
 so      1:

1
kxgmk

m
 and  :

1
mk

m
  

   ,2 kxg  for maximum mk   will satisfy    1kxg  and 

   2kxg  for a very small .0  Thus we must have 

        ,:: 22  kk xgmkxgmk   which is contradiction as 

the neighbourhood of 1  and 2  are disjoint. Hence theorem is proved. 

Theorem 3.4. Let I be an admissible ideal. Then for any sequence 

     kk xIgx lim,,  implies   .lim,  kxstIg  

Proof. Let   .lim,  kxstIg  Then for each 0  and 0  

      ,: IxgkeA k    so for every 0  and 

   






  kxgnk

n
Nn :

1
:0  is a finite set and therefore 

belongs to I, as I is an admissible ideal. Hence   .lim,  kXstIg  But 

converse is not true. 

Example 3.5. Take .FII   The sequence  kx  where 



 


otherwise1

Nk,kn0 2

nx  is  -, Ig Statistically convergent to 1. But  kx  is 

not  -, Ig Convergent. 

Theorem 3.6. Let I be an admissible ideal. Then for any sequence 

   kk xstx lim,  in paranormed space implies   .lim,  kxstIg  

Proof. Similar to proof of theorem 3.4. But converse is not true. 

Example 3.7. Let   Ig ,  be the class of A  that  intersect a  

finite number of sj '  where 





1j j  and  ji   for .ji   Let 

n
xn

1
  and so   .00lim nxg  Put  0 kn xg  for .n  Now 

define a sequence  ny  by jn xy   if .jn   Let .0  Choose   such 

that .   Then       10:  nygNnA  .2    Now, 

       .0:0:  nk ygNnygnk  That is  :
1

nk
n

  

 



I-STATISTICAL CONVERGENCE IN PARANORMED SPACE  

Advances and Applications in Mathematical Sciences, Volume 21, Issue 2, December 2021 

719 

 
  

 

 

k   

      .0:0  nk ygNnyg  So for any 0  


  :

1
: nk

n
Nn  

        .0:0  nk ygNnyg  Therefore  ny  is -

statistically convergent to 0. But  ny  is not statistically convergent. 

Theorem  3.9. Let I be an admissible ideal. Then for each subsequence of 

 nx  is  -, Ig statistically convergent to  then  nx  is also 

 -, Ig statistically convergent to . 

Proof. Suppose  nx  is not  -, Ig statistically convergent to ξ, then 

there exists 0  and    






  kxgnk

n
NnA :

1
:0  

.I  Since I is an admissible ideal so A must be an infinite set. Let 

 .21 mnnnA    Let   nmm xy   for .m  Then   mmy  is a 

subsequence of  nx  which is not  -, Ig statistically convergent to . Which 

is a contradiction.  

Hence the theorem is proved. But converse is not true. We can easily 

show this from example 3.5. 

Definition 3.10. A sequence    nnxx  of elements of X is said to be 

  -,


Ig Statistical convergent to X  if and only if there exists a set  

   IFmmmM k  21  such that   .0lim  kxgst m  

Theorem 3.11. If   


nxstIg lim,  then   .lim,  nxstIg  

Proof. Let   .lim, 


nxstIg  By assumption there exists a set 

IB   such that for    kmmmBNM 21  we have 

  .lim  mkxstg  That is     .0:1  mkk xgnmn  So for  

any       ,:1:,0 Ixgnmnn mkk    since I is an 

admissible ideal. Now        kxgnknnA :1:,   

      .:1: IxgnknnB mk    That is   .lim,  nxstIg  

But the converse may not be true. 

Example 3.12. From example 3.7, we have .0lim  nyst  Suppose 
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n 

that .0lim  nyst  Then there exists a set B  such that for 

   kmmmBNM 21  we have   .0lim  mkystg  By 

definition of  there exists a Nq   such that .
q

ni iB

  But .1 Mq    

So for infinitely many       020: 1
11  


q
mkqkqk ygmm  

for  .110  q  That is     00:1   mkqk ygm  which 

contradicts to   .0lim  mkystg  Hence .0lim  nyst  

Definition 3.13. A sequence  kx  is said to be I-statistically Cauchy 

sequence in  gX ,  if for every ,0,0   there exists a number 

 eNN   such that     .:
1

: Ixxgk
n

n Nk 






   It can be written 

as  -, Ig statistically Cauchy. 

Theorem 3.14. A sequence  kx  in a paranormed space  gX ,  is 

 -, Ig statistically convergent if and only if it is  -, Ig statistically Cauchy. 

Proof. Assume that .lim  kxst  Then for each ,0  the set 

     2:  kxgnkA  has density zero. That is    .0 A  This 

implies that        .02:  kxgnkAN  Let  ,, Anm  

then   . nm xxg  Let      ,:  nm xxgnkB  for a fixed  . Am  

Then    . BAN  Hence       .00  BAN  This imply 

   .0 BN  Then for any 0  we have    :nkBN   

   . nm xxg  This implies that  nx  is  -, Ig statistically Cauchy 

sequence. 

Conversely let as assume that  kx  is  -, Ig statistically Cauchy 

sequence, but not  -, Ig statistically convergent in  ., gX  Then we have 

Nm   such that    0 A  where       mn xxgNnA :  and 

   0 B  where      ,2:  nxgNnB  that is    .0 cB  

  2nxg  then     . nmn xgxxg  Therefore    .0 cA  

This implies that    ,0 A  which is a contradiction, since  kx  was 
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 -, Ig Statistically Cauchy. Hence  kx  must be  -, Ig Statistically 

convergent. 
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