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Abstract 

Recently, CNNs have become a preferred deep learning artificial neural network of choice 

for computer assisted medical image analysis. These models are structured as a series of 

multiple hierarchical processing layers that can automatically learn feature representations 

from raw images. Detection and classification of cancer in histopathological images is one of the 

biggest challenges for oncologists. CNNs have in the past not been in common use, especially in 

medical imaging field, because of issues such as insufficient image datasets. The revolution in 

CNN models has been attributed to powerful parallel processing hardware architectures, 
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increasing number of image datasets and improved training strategies. Utilizing these deep 

learning techniques is enabling medical experts such as pathologists to utilize artificial 

intelligence to transform the world of medicine for more accurate and faster diagnoses. We 

propose in the paper a convolutional neural network model to distinguish breast cancer 

histopathological images into two sections i.e. malignant and benign with the training accuracy 

of 99.25% and 94% testing accuracy. 

I. Introduction 

Breast cancer is the one of most common cancer in the world kind that is 

more common in women than in men. As stated by, World Health 

Organization (WHO), about 15 percent of the cancer incident cases are 

usually related to breast cancer [1]. Early detection can greatly help to reduce 

the mortality and morbidity rates resulting not only from these cancer type 

but also cancer affecting other body parts of the human being. 

The most common symptoms indicated by the patients affected by Breast 

Cancer includes change in size, appearance of Breast and change in skin color 

over Breast. In lifetime on an average 1 in 8 women is diagnosed to breast 

cancer. 

For early discovery of breast cancer medical imaging techniques are used 

such as mammography, ultrasound, MRI and histopathological imaging [2]. 

Histopathological imaging produces some of the most accurate and more 

reliable results in the detection and staging of breast cancer. This technique 

is done by obtaining breast tissue biopsies from the patient. The tissue is 

then stained and placed under a microscope that allows the pathologists to 

histologically assess the microscopic structure and elements of the tissue [3]. 

The staining process can be done using hematoxylin and eosin (H&E). H&E 

staining provides permanency of the specimen and helps the pathologists to 

differentiate the tissue components [4]. Stained tissue from the glass slides 

can then be digitized by using high resolution image scanners into whole 

slide images [5-6]. The histopathological images will therefore be available 

for long-term storage and further analysis by a computer-aided diagnosis 

system. Some of the manual techniques such as histological diagnosis, tumor 

size and axillary lymph node metasis sometimes fail to classify accurately the 

observed breast tumors [7-8]. 

The diagnoses of the histopathological images using computer-aided tools 
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require utilization of machine learning techniques. In the past, classification 

of such images would require feature engineering techniques to extract 

features that were supplied to a classical machine learning classifier. 

However, advances in machine learning such as those observed in deep 

learning are providing computers with the ability to automatically extract 

these features. Consequently, the burden of feature engineering especially in 

medical image analysis is being taken away from humans by computers for 

more accurate results [9]. 

Deep learning models have the ability to extract the features 

automatically from high dimensional natural raw images for a suitable 

internal representation. Multiple levels of representation in deep neural 

networks permit representational learning, allowing hierarchical feature 

representations from non-linear modules that modify the representation at 

one level which starting with the raw input into a representation at a higher 

more abstract level [10], [11]. The automatically extracted features can then 

be used by a classifier to recognize images that are supplied to the network. 

Convolution Neural Network is the most widely used deep learning model to 

extract feature and classify nowadays. In a feature extraction task, the CNN 

is trained in a fully supervised setting before using the trained network 

parameters to automatically extract features from images. The extracted 

features can then be supplied to a different classifier such as logistic 

regression (LR), k-NN and SVM for a classification task [12], [13]. 

In this paper, CNN model is offered for breast histopathology image 

classification. This CNN model is trained using histopathological images of 

breast cancer to classify these images into two most common types of breast 

cancer i.e. benign and malignant and then tested on the reserved set of 

histopathological images for testing. 

A. Types of Breast Cancer Tumor 

Breast cancer tumors are mainly classified into two broad scenarios. 

(i) Benign 

Benign cases are non-life-threatening and are considered as 

noncancerous. But in some rare cases its status may possibly turn into 

cancerous. Benign tumors are normally segregated from other cells through 
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an immune system called “sac” and they can be very skillfully taken out from 

body. 

(ii) Malignant 

This type of cancer begin from abnormal cell growth and it may be 

speedily spread or invade its surrounding tissues and rapidly spread around 

the body through blood or lymph system which can be life threatening as they 

may recur after been removed. 

B. Causes associated with Breast cancer 

1. Age: Usually, women age more than 60 years are diagnosed with 

breast cancer. Around 10-15% chances of breast cancer arise in women age is 

around or less than 45 years. Whereas in women age around or less than 45 

years the chances of breast cancer is around 10-15%. While 81% cases of 

breast cancer are detected surrounding by women age 50 years [14]. 

2. Family History: The risk in breast cancer patients can increase with 

the analysis of past family records on the basis of expected and observed 

cases of breast cancer in the family [15]. 

3. Menstrual History: The chances of breast cancer are higher in the 

women who have menarche or the onset menstruation at the age of more 

than 12 years [16]. 

4. Genetics: Most breast cancer appears physical, around 5% are 

considered as consequences of inherited breast cancer susceptibly [17]. 

5. Pregnancy and breastfeeding History: Women after the 30 years age 

who deliver their first child or doesn’t have a full term pregnancy have higher 

risk of breast cancer than to the women who had their deliveries at the age of 

less than 30 years [18]. 

It is essential to breastfeed at least 6 months per child to reduce or 

minimize the risk of breast cancer. [19]. 

6. Smoking and drinking alcohol: women smoking tobacco may increase 

chances of danger of developing breast cancer up to 35% [20]. 

Women who drink alcohol beverages have 15% higher chances of breast 

cancer [21]. 
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Other factors related with the causes of breast cancer can be female 

eating unhealthy food, overweight or obesity, lack of exercises, Radiation 

exposure, etc. 

II. Recent Works 

The automatic diagnosis of cancer has been considered as a research topic 

for more than four decades. The recent researches show that the algorithms 

based on CNN achieves improved results, which outperforms the finest 

traditional machine learning methods. 

Arevalo et al. [22] proposed a CNN for classification of benign and 

malignant lesions of breast cancer on dataset BCDR-F03 containing 736 film 

images of 344 patients. These images were manually segmented into 426 

benign and 310 malignant lesions. At first, the image enhancement is done 

and then these enhanced images are fed to CNN to classify lesions into 

benign and malignant and reported 82.6% AUC. 

Kooi et al. [23] proposed a ConvNet model for detection of breast cancer 

from mammographic lesions on nearly 45000 images to achieve an accuracy 

of 85%. 

Spanhol et al. [24] trains the existing CNN on the high-resolution images 

based on the patches’ extraction, and when the accuracy is compared with the 

traditional machine learning methods, show some improvement in accuracy 

Brook et al. [25] proposed an approach for diagnosis of breast cancer using 

microscopic biopsy images using machine learning. Generic features and 

statistical learning algorithms were used to extract features from the images. 

The extracted features were used to train a SVM for a 3 class classification 

task. The histopathological images were classified as normal, in situ or 

invasive carcinoma breast cancer types. The authors recorded an average 

error rate between 6.6% with 0.8% standard error of the mean. 

Zang et al. [26] presented a 3 class classification of the breast cancer 

histopathological image diagnosis. The author combined a Local Binary 

Pattern (LBP) feature description with Curvelet Transform (CT) for texture 

analysis in the images. Training and testing were implemented in 2 

ensembles. In the first ensemble, the extracted features were supplied to an 
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SVM. In the second ensemble, a Multi Layer Perceptron (MLP) was used to 

focus on the samples that have been rejected from the first ensemble. The 

author was able to achieved high accuracies of up to 97 percent accuracy with 

a rejection rate of 0.8 percent. 

Zhi, W., et al. [27] proposed a CNN architecture by implementing the 

transfer learning technique for classifying breast histopathology images. This 

greatly reduced model creation time instead of building one from scratch. The 

authors were able to compare their performance using other off-the-shelf 

deep learning models such as VGGNet. 

Araújo, T., et al. [28] proposed a hybrid model for the classification of 

histological images of breast cancer. The images are preprocessed, using 

optical density colors conversion, before feeding them to the machine learning 

models. The authors create 70,000 patches from 250 images with each patch 

labeled with the same class label. A CNN model is used to features extraction 

from breast cancer images. The extracted features are trained using an SVM 

for classification and accuracies of up to 77.8% is achieved. 

Golatkar et al. [29] proposed a deep learning model to classify the breast 

cancer histopathological images from the ICIAR BACH image dataset 

efficiently. Their model is built through transfer learning techniques where 

the Inception-v3 CNN model is fine tuned for the classification task. The 

authors record average accuracies of up to 85% in a four class classification 

(normal tissue, benign lesion, in situ carcinoma and invasive carcinoma). 

III. Proposed Methodolgy 

A. Dataset Description 

Our dataset contains microscopy biopsy images from two types of tumor 

samples, benign and malignant from BreaKHis dataset. [30]. Our dataset 

contains 500 images that is 250 pictures of benign and 250 of malignant, each 

of them of size 460x700 pixels, 40X zoom and with 3 colors or channels. 

To us, who have no experience in histology, these two types of image 

samples look pretty similar. 
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(A) (B) 

Figure 1. Examples of histopathological images from the Brea KH is dataset: 

(A) benign, (B) malignant. 

B. Data Preprocessing 

1. Loading the images 

The first we have to do is converting the images to a format that will be 

understood by the CNN. Neural networks speak the language of tensors, so 

we will convert our dataset to one. For this, we have used Numpy and we 

have represented real numbers with single precision (i.e. 32 bits) to keep 

memory usage low. 

Our dataset contains 250 pictures of benign and 250 of malignant, each of 

them of size 460x700 pixels and with 3 colors or channels. Then we have 

labeled all benign samples as 0 and all malignant as 1. 

2. Scaling the dataset 

In order to make the most of our data, it is recommended to scale it so 

that all features (i.e. each pixel in each channel) has roughly the same mean 

and standard deviation across all samples. This way, it will be easier for the 

CNN to identify which features are most informative. We have achieved a 

mean of 0 and standard deviation of 1 in all features. 

3. Splitting the dataset into training validating and testing set 

We will follow the standard choice of 60% of training and 20% for 

validation and test each. Note that, in order to avoid unwanted biases, we 

have to randomly permute the samples before splitting. That way we ensure 

that the training, validation and test sets are homogeneous. 
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C. Convolutional Neural Network 

A CNN (or ConvNets) is a deep multilayer feed-forward neural network 

machine learning algorithm that resembles the functioning of a human 

being’s visual cortex. The CNN’s architecture is typically made up of one 

input layer, a feature extraction layer, a classification layer and an output 

layer. The feature extraction layer is made up of convolution and pooling 

layers while the classification layer is typically build using an MLP. The 

convolution, pooling and fully connected (in the MLP) layers found between 

the input and output layers are non-linear hidden layers. The deeper the 

layers, the more the complexity of the learned image properties increase [31]. 

Figure 2. shows the CNN structure used in breast cancer classification. 

Deep learning architectures such as CNN have the ability of sparse 

representations to uncover semantic information from naturally very high 

dimensional raw image data. CNN combine three architectural ideas that 

include spatial sub-sampling, shared weights and local receptive fields. The 

output of each layer, in the feature extraction module, is a feature map. The 

feature map is created by convolving the filter matrix by a specified number 

of steps for the whole input image. A convolutional operation can be 

represented by equation (1). 

( ) 
= =

−+−+=

h

i

g

j

jyixijxy IKKI

1 1

1,1 ,  (1) 

Where I, is two-dimensional input image K, is a set of filters in the 

convolutional layer, h is height of image, g is width of the image. A 

convolutional operation of an image is represented by .KI   If a feature is 

found, the responsible unit or units generate large activations, whose values 

can be used later by the classification module [32], [33]. The values in the 

feature maps are the subjected to an element-wise transfer function, such as 

the Rectifier Linear Unit (ReLU), hyperbolic tangents and the sigmoid 

functions, to improve the non-linearity of the decision function. 



BRAIN TUMOR CLASSIFICATION USING CNN  

Advances and Applications in Mathematical Sciences, Volume 20, Issue 3, January 2021 

417 

 

Figure 2. Structure of CNN for breast cancer classification. 

For the architecture, our CNN will consist of: 3 convolutional layers 

(convolution + pooling), 1flatten layer, 2 dense layers (fully connected layer) 

and the output layer. 

The CNN used in this approach involves 3 convolutional layer and 3 

pooling layers. The input images are of size 460 × 700 resolution. In layer 1 

convolutional2D is of 32- 2 ×2 a filter, in layer 2 convolutional2D is of size 64- 

2 × 2 filters. In layer 3 convolutional2D is of size 16- 2×2 filters. After 

flattening images are sent to dense layers. The architecture of the proposed 

CNN model with detailed layers along with the filters as a flow chart is 

shown in Figure 3. 

All activations are Rectified Linear Units (ReLU) that is known to lead to 

fast optimization by back propagation. For the output layer, however, we will 

use the logistic or sigmoid function. This function ranges in between 0 and 1, 

so it can be interpreted as probabilities during binary classification. 

 

Figure 3. Proposed Convolutional Neural Network Architecture. 
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Convolution Neural Networks are the suited type of neural networks 

especially to deal with images because they apply subsequent rounds of 

convolution and pooling operations that act as Gabor filters to extract 

progressively more complex features. Pooling operations are loosely inspired 

on how the human brain processes signals from the eye. 

IV. Experimentation and Results 

A. Training the model 

As the activations for all the layers are ReLU while for the output layer 

the logistic or sigmoid function is used which ranges in between 0 and 1, so it 

can be interpreted as probabilities during binary classification. 

Finally, we have attempted to prevent overfitting by applying dropout 

regularization, where a fraction of the units are dropped randomly. This type 

of regularization has become widespread in deep learning because it is very 

convenient and also leads to robust models. An intuitive way of 

understanding such robustness is that the network learns that it cannot 

completely rely on any individual neuron, but must make predictions which 

are supported on many neurons collectively. 

The choice of architecture is actually a hyperparameter that must be 

tuned. 

(a) Tune the hyperparameters 

A machine learning model always has some parameters which cannot be 

optimized by the optimization algorithm. Instead, they have to be chosen 

manually. Examples include the learning rate, the architecture, the optimizer 

itself (whether it is gradient descent, Adam, Adadelta, etc.) or the training 

time in epochs (an epoch is a single pass through the training set). 

The optimal values of these hyperparameters are found by sampling: for 

each combination of hyperparameters to sample, first we have trained on the 

training set, and then we have evaluated the accuracy obtained on the 

validation set (in fact, tuning the hyperparameters is the main purpose of 

having a validation set). In this case, I’ve already found that the network 

above and 30 epochs are a good architecture and training time respectively. 

We still had to find the appropriate dropout rate. 

1. A large dropout rate leads to underfitting 
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Dropout is a regularization technique that works in the following way: for 

each forward propagation, randomly select a fraction of neurons in each layer 

and render them inactive, as though they didn't exist. This way, the network 

learns to make predictions that are spread out throughout all neurons, rather 

than very reliant on a small number of highly important neurons. The 

fraction of neurons to drop is called the dropout rate. 

We have used the optimization algorithm Adam (ADAptive Moment 

estimation), a sophisticated type of gradient descent that has momentum. 

This means that, in order to estimate how much the parameters will vary in 

each optimization iteration, both the current gradient and previous gradients 

are considered. If we make an analogy with physics, a ball descending 

downhill has a velocity that depends not only on the current slope, but also 

on the momentum it has accumulated as a result of previous slopes. Hence 

the “descent with momentum” name. 

And first guess at the dropout rate was 0.75; we attained 84.33% as 

training accuracy and 84% testing accuracy. As we can see, a relatively low 

accuracy is achieved during both training and validation in both the guesses. 

This means that the classifier was underfitting, i.e. it doesn’t have enough 

flexibility do fit the data correctly. In machine learning talk, this flexibility is 

called capacity. In order to increase the classifier’s capacity, we need to 

decrease the regularization by decreasing the dropout rate. 

2. A small dropout rate leads to overfitting 

Our next guess at the dropout rate was 0.05. We attained 99.67% as 

training accuracy and 91% testing accuracy. And we had seen there was a 

huge difference between the train accuracy and the validation accuracy. That 

means that the classifier was overfitting, i.e. given the permissive 

regularization it is very flexible and can memorize the training labels instead 

of learning the overall trends in the dataset. This is undesirable because if it 

doesn’t learn the overall trends, it will do poorly on unseen data, i.e. it will 

not generalize. 

3. A medium dropout rate leads to high validation accuracy 

We then tried with a rate between 0.75 and 0.05. At a dropout rate of 0.1, 

the classifier doesn’t overfit (as the difference between the training and 

validation accuracies is smaller) and doesn’t underfit (the training accuracy is 
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high i.e. 99.33%. We obtain a validation accuracy of 95%, which is much 

better than previous guesses. We have taken many dropout rate and the 

accuracy increases as the dropout rate decreases but start overfitting. Figure 

6. shows the graph between training accuracy and validation accuracy at 

different dropout rate taken in training the CNN model. 

 

Figure 4. Training accuracy v/s Validation accuracy for different dropout 

rates. 

(b) Retrain on training and validation set 

Now that we have known an optimal choice of hyperparameters, we want 

to train on as many samples as possible before evaluating on the test set. 

Therefore, we have combined the training and validation sets to train the 

final model. 

We have obtained a model that is able to benign and malignant with an 

accuracy of 93%. The 1% difference between the test accuracy and the 

validation accuracy is probably due to the fact that we have overfit slightly to 

the validation set. Figure 5. displays graph of the accuracy with cross-entropy 

loss for dropout rate 0.1 after retraining the model. 
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Figure 5. Training accuracy v/s cross-entropy loss after retraining. 

B. Testing 

After retraining our model on combined training and validating sets, the 

dataset reserved for testing is used to test the CNN model. Our model shows 

best performance in classification of images at dropout rate 0.1. It achieves, 

respectively, 93% of testing accuracy and 99.25% training accuracy. 

C. Results 

Evaluating performance of models is one of the most essential and final 

step in building a model. In this approach Precision, Recall, F1-score, 

support, Accuracy score are considered as Performance metrics for evaluating 

model. For performance evaluation the dataset is split into training and 

testing initially, after that values are predicted using test set on trained 

model. 

The accuracy score of model is calculated by considering actual result and 

predicted value. Mathematical form for calculating accuracy score is as 

mentioned below. 

.
Total

FPTP
Accuracy

+
=  (2) 

Precision is percentage of relevant results mathematical form is as 

mentioned below. It is fraction of true positives to Actual Results. 

.
FPTP

TP
Precision

+
=  (3) 
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Recall is percentage of total relevant results correctly classified by 

trained model. It is fraction of True positives to Predicted Results. 

Mathematical form for calculating Recall is as shown below. 

.Re
FNTP

TP
call

+
=  (4) 

Harmonic mean of Recall and Precision is F1-score. The Mathematical 

form for calculating F1-score is as shown below. 

.
RecallPrecision

RecallPrecision
2score-1

+


=F  (5) 

The following table represents Accuracy, Precision, Recall, F1-score, 

Cohens Kappa and ROC AUC on trained and testing set. 

Table 1. Performance perimeters for CNN model. 

Parameters  Percentage/score 

 Training set Testing set 

Accuracy 0.992 0.930 

Precision 1.000 0.940 

Recall 0.984 0.921 

F1 score 0.992 0.930 

Cohens Kappa 0.984 0.860 

ROC AUC 0.998 0.985 

The table below represents Performance metrics Precision, Recall, F1- 

score and Support values on trained and testing dataset. 

Table.2. Classification report of CNN model. 

 Training Set Testing Set 

 P R F1 S P P F1 S 

Benig n/0 0.99 1.00 0.99 201 0.92 0.94 0.93 49 

Malig nant/1 1.00 0.98 0.99 199 0.94 0.92 0.93 51 
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Micro avg 0.99 0.99 0.99 400 0.93 0.93 0.93 100 

macro avg 0.99 0.99 0.99 400 0.93 0.93 0.93 100 

weighted avg 0.99 0.99 0.99 400 0.93 0.93 0.93 100 

*P=Precision, R=Recall, F1=F1-score, S=Support 

We have plot the confusion matrix for this binary classification for both 

the training set and the test set for the proposed CNN model as shown in 

Figure 6. 

 

Figure 6. Confusion matrix for (a) training and (b) testing. 

V. Conclusion 

We use Artificial Neural Networks which are nothing but an imitation of 

how human brains actually work. The knowledge that models build using 

these algorithms is later tested on unlabeled observations. 

Talking about performance, it has been noticed that convolution neural 

network models using machine learning tends to give better accuracy than 

humans in most cases of supervised learning. In this actual task, you see how 

our algorithm exceptionally outperforms humans. We have obtained a model 

that is able to classify benign and malignant cases of breast cancer with the 

training accuracy of 99.25% and the testing accuracy of 93%. Therefore CNN 

model can be used for diagnosing breast cancer for better performance and 

less misclassifications. 
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