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Abstract 

Diabetes mellitus is a deadly disease that affects people all over the globe. An early 

prediction of diabetes is very beneficial as it can be controlled before the onset of the disease. 

The data collected for the study of any problem suffers from various anomalies and is not in a 

form to be directly used for research. The data to be used for the research study must fulfill 

various characteristics like accuracy, consistency, completeness, and interoperability. There are 

various reasons for the presence of inconsistencies. This paper discusses and compares various 

pre-processing techniques for the prediction of Diabetes Mellitus. Also, various data mining 

techniques have been compared for accuracy based on missing values and focus on ANN to deal 

with missing values using z-score and MinMax techniques are deliberated. 

1. Introduction 

Diabetes Mellitus is one of the chronic diseases that has affected people 

all over the globe irrespective of their age and gender. Diabetes mellitus leads 

to various diseases like heart problems, eye-related problems, liver problems, 

kidney problems, and many more. With the advancement of machine learning 

and due to the availability of a huge collection of medical datasets, it is 
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possible to predict the onset of diabetes mellitus well in advance. The data 

collected for the study of any problem suffers from various anomalies and is 

not in a form to be directly used for research. The data to be used for the 

research study must fulfil various characteristics like accuracy, consistency, 

completeness, and interoperability. There are various reasons for the 

presence of inconsistencies, inaccuracies, and other anomalies in data. Some 

of the reasons include computer errors while data entry, disguised 

information given by users, transmission errors in data, etc. to make the data 

suitable for research the data need to be pre-processed. The major phases 

that data processing includes are data cleaning, integration, reduction, and 

transformation. The data cleaning step is done to compensate for missing 

values, remove the noise from data by identifying outliers, and make the 

inconsistent data consistent. Data integration is the step that merges data 

from more than one source to reduce redundancies and inconsistencies. The 

data reduction process aims to improve the data processing and 

computational time by reducing the number of variables in the dataset 

without affecting efficiency. In the data transformation step, the data is 

transformed to make data mining results more efficient and productive. 

2. Literature Review 

A research study [1] states the importance of pre-processing of dataset 

due to the availability of an unbalanced range of values that ultimately 

degrades the quality of classification results. They used two pre-processing 

methods viz min-max normalization and z-score normalization using the 

equations given below: 
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The authors [2] in a research study for early prediction of diabetes 

disease using machine learning propose the use of pre-processing techniques 

on the dataset for further improvement of experimental results. The authors 

propose the use of pre-processing techniques to replace values that are 

missing by application of various missing value imputation methods like 
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mean, median, K-nearest neighbor, fuzzy K-means, expectation-maximization 

algorithm, and singular value decomposition. A research study [3] uses the 

pre-processing techniques for the dataset to make the research study more 

efficient and more accurate. The dataset collected for the study contains 

irrelevant and noisy data for the application of data mining algorithms. So, 

they pre-process the dataset by application of data cleaning, data reduction, 

and data transformation. With the application of data cleaning the missing 

qualities were filled and exceptional data were excluded. The authors in [4] 

use Kalman filtering and Kalman smoothing as a pre-processing technique 

for the dataset before using the data from the dataset for the research study. 

The Kalman Smoothing method generates an interpolated time series of the 

glucose level with mean and variance as output. The method can 

automatically fix errors in the Continuous Glucose Monitoring reading by 

utilizing estimated variance for the determination of intervals when the data 

is reliable. The authors in [5] for early diagnosis of diabetic retinopathy uses 

medical images of the patient’s retina. As the medical images are subjected to 

the presence of a nose, the use of such images for research study without any 

pre-processing may produce inefficient results. Therefore, the author applies 

pre-processing techniques for the elimination of the noise from the images.  

The authors in [6] emphasized the application of pre-processing techniques as 

a key step for data cleaning. To achieve better results by optimizing image 

data and by eliminating unnecessary information like distortion and 

improving image characteristics, the application of an appropriate pre-

processing technique is an essential step. The author applies pre-processing 

techniques like Cropping, Resizing, Image Enhancement, and Noise Removal, 

and Down Sampling.  In a research study [7], the authors use a medical 

image dataset to predict diabetes mellitus at an early stage. A research study 

[2] proposed the use of pre-processing techniques in the future for improving 

the efficiency of classification results. The authors in [8] use the pre-

processing techniques on PIMA dataset on the attributes of Blood Sugar 

Level and Body Mass Index for cleaning of the data. The research study in [9] 

for the prediction of diabetes using machine learning uses the PIMA India 

data set and applied pre-processing techniques for cleansing of data. The data 

cleaning is done using normalization and transformation applied to some of 

the attributes. The authors in [10] collect data from Kaggle’s website for early 

diabetes diagnosis using ANN. The dataset contains some missing attribute 
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values that the authors handle using pre-processing carried by some 

statistical techniques. Due to missing attribute values, the results would not 

be accurate. So, they apply the Numpy Package of python for handling 

missing attribute values. This results in better accuracy of the results. A 

research study [11] gives the importance of data handling before using it for 

the classification process for the prediction of diabetes mellitus. The authors 

collect the dataset and apply pre-processing techniques using normalization. 

The pre-processing technique used by authors utilizes mean and standard 

deviation of every feature of the training dataset using the equation: 




 ix

Z  

The authors also used the Synthetic Minority Oversampling Technique to 

balance the data as the imbalanced data in the dataset may develop various 

biases for the majority class. The researchers in [12] focused on the 

classification techniques used for the onset of diabetes mellitus. They state 

that the classification techniques used for diabetes diagnosis after the dataset 

is pre-processed do not produce efficient results as the results of the pre-

processing technique in attributes that are computed from original attributes 

and the classification is not done on original attributes. A research study [13] 

uses retinal images for the diagnosis of various diseases like diabetes 

mellitus. Before using the images for the classification process, the authors 

pre-process the images in DR screening to separate the fundus image and 

decline along the edges. 

3. Pre-processing Techniques 

Data means a huge collection of rows and columns; however, the data can 

be in the forms of images, videos, tables, audio, etc. To make the data suitable 

for decision making the computers can’t use the data directly in the forms of 

free text, images, audio, video but has to be transformed into a form that can 

be used to train the machine. This process of transforming data into a form 

that can easily be parsed by a machine is known as data pre-processing. After 

data pre-processing, the data can be easily interpreted by the machine 

learning algorithm. To pre-process the dataset, multiple steps are performed 

however it is not necessary to apply all steps for each problem. The number of 
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steps applicable for a particular situation is highly dependent on the data we 

are working with. Among various pre-processing aspects, normalization is the 

most commonly used one. Data Normalization involves changing values 

measured on multiple scales to some common scale. The normalization allows 

the values to be modified in columns to some common scale in the case of data 

frames. The normalization is applicable for numeric columns only. Two such 

methods of normalization are: 

The Min Max technique transforms each number to a value within the 

range of 0 and 1 as in single feature scaling. The modified value is a series of 

arithmetic operations that involve the subtraction of minimum value from the 

current value and then division by the whole range of column values. If we 

consider column x the Min max function can be used as: 

 
      

        min,max,

min,

xdfxdf
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The Z-score technique of normalization converts changes each value in a 

column around zero. Most common values obtained by the application of Z-

Score ranges between-3 and 3. The subtraction of average from current value 

and then division by the standard deviation gives the new value. For 

example, consider the column x, the Z-Score can be calculated as: 
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Following this, the min and max value can be calculated by the z-score 

transformation as: 

   min,xdf  

   max,xdf  

4. Artificial Neural Network 

ANN is another sub-field of artificial intelligence inspired by the Human 

Nervous System [14-15]. It is a computational network that simulates the 

construction of the human brain and has interconnected neurons within a 

layer as well as interconnected neurons between various layers [16]. The idea 

behind ANN is to mimic the behavior of the human brain so that the 
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computers will be able to understand situations and make human-like 

decisions with being programmed explicitly. The ANN is composed of a huge 

number of artificial Neurons arranged in multiple layers. The concept of 

layers is shown in Figure 1: 

 

Figure 1. Architecture of ANN. 

The input layer accepts data known as input from the external 

environment. The layers that are sandwiched between input and output 

players are referred to as hidden layers. The basic functioning of hidden 

layers is to perform calculations to find the hidden features and patterns in 

the input data. After going through multiple transformations in the hidden 

layers, the output layer finally produces the output that is presented to the 

external environment. The input layer takes the input and computes the 

weighted sum of all the inputs with the help of bias. The computation is 

performed using multiple transform functions as: 






n

i
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The above equation computes the weighted total and is feed as input to 

another function known as activation function to produce the output. The 

purpose of activation function is to choose whether a node should fire or not. 

The nodes that are fired contributes to the output layer. Different activation 

functions are used for different types of tasks to be performed. The input 

applied to the ANN is multiplied by its weight. 
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Figure 2. Working of Artificial Neural Network. 

The weights represent the details used by ANN for solving a particular 

problem. The weights act as the strength of the interconnection that exists 

between neurons. The weights are aggregated using the summation function. 

If the sum of the weights is equal to zero, then bias is added to the output of 

ANN non-zero to scale up the system’s response. The input and the weight of 

bias are equal to 1. The total weighted inputs are in the range of 0 to some 

positive infinity, Figure 2. To keep the response within some bounds, a 

threshold is used. The output of Binary function is either 0 or 1. To 

accomplish this function, the threshold value is set. If the final output of 

Binary activation functions 1 if the net weighted input of neurons is more 

than 1, otherwise the output returned is 0 [17]. This Sigmoidal Hyperbolic 

activation function is in the form of an “S” shaped curve. The tan hyperbolic 

function is applied to approximate the output of actual net input [18-28].  

5. Experiment and Results 

We Various classifiers that include; Naïve Bayes, Random Forest, KNN, 

SVM, and Decision Tree [29-37] were implemented using Python. The dataset 

used for this experiment was taken from the National Institute of Diabetes 

and Digestive and Kidney Diseases popularly known as the PIMA dataset. 

From the dataset consisting of 768 records, a total of 70% samples were used 

for training and a total of 30% samples were taken randomly selected for 

testing. 
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Table 1. Accuracy (Different Classifiers) without pre-processing Techniques. 

Model Accuracy 

Mean Median Most Frequent 

Naïve Bayes 75.58 69.05 75.57 

Random Forest 77.36 75.57 75.41 

KNN 72.31 73.61 72.96 

SVM 77.04 76.21 77.04 

Decision Tree 70.36 67.43 75.57 

ANN 71.66 58.50 62.89 

The neural network use in the experiment is fully connected and a feed-

forward with three hidden layers implemented in Python using Keras.  

Table 2. ANN after pre-processing Techniques. 

MISSING VALUE 

STRATEGY 

Z-SCORE MINMAX SCALER 

MEAN 75.75% 84.77% 

MEDIAN 60.89% 82.14% 

MOST FREQUENT 65.19% 82.79% 

6. Conclusion 

Machine learning techniques have been used by researchers in medical 

diagnosis to assist in the proper treatment at the right time. The effect of pre-

processing techniques on medical datasets like Diabetes Mellitus using these 

machine learning techniques is significant in improving the accuracy. Various 

machine learning models were compared using different missing value 

strategies in the dataset and the ANN was used to predict Diabetes Mellitus 

in missing values dataset using the pre-processing techniques that include z-

score and Min Max. The results showed that the ANN accuracy is 

significantly improved using the pre-processing techniques. 
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