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Abstract 

Genetic Algorithms (GA) are extremely dominant problem solving strategy, using the 

power of evolutionary principles and being used in variety of fields for solving more complex 

problems. Varieties of assistive techniques have been proposed to improve the performance of 

Genetic Algorithms w.r.t. the nature of the application and Self organization is one such model, 

which is aimed at improving the performance of the GAs by all means. The Self-organization 

models enable the systems to acquire and maintain the structure by themselves, without any 

external control. It is highly evidenced that it gives greater benefits to solve the complex 

problems with competent efficiency levels in conjunction with the classical GAs. The combined 

version of SOM and GA has the power of better exploration and so possess high probability of 

finding many local optima in addition to the global optimum. In this way, the work reported in 

this paper proposes an efficient self-organization model for improving the performance of the GA 

in a different perspective. Here, the Travelling Salesman Problem (TSP), a popular NP-hard 

problem is being chosen as the test bed and the standard benchmark TSP instances, which are 

obtained from TSPLIB [33] are considered as the test data. The competency of the proposed 

model is demonstrated by means of a set of well-defined experiments over the selected 

benchmark TSP instances. The assessments proved the efficiency of the technique in terms of a 

set of generic performance criteria like convergence rate, convergence time, error rate, nearest 

neighbor ratio and distinct individuals. 



K. DINESH, J. AMUDHAVEL and R. SUBRAMANIAN 

Advances and Applications in Mathematical Sciences, Volume 17, Issue 1, November 2017 

2 

1. Introduction 

It is widely demonstrated that the Genetic Algorithms (GA) are extremely 

dominant problem solving strategy, using the power of evolutionary 

principles and have been used in variety of fields to solve more complex 

problems. The objective of the GA is to find the optimal solution which is near 

to the objective function of the optimization problems with very large search 

space [21]. The classical GA consists of several phases and among those, 

initialization phase is to be considered as very important, where the quality 

of the initial solutions at the starting point is to be decided. Traditionally, the 

population initialization is performed by random initialization methods, 

which may also produce larger quantity of worst individuals [29, 45, 54]. On 

the other hand, induced models of population seeding techniques lead the 

belated achievements of the fitness functions with poor convergence values 

[26, 30, 50]. This tradeoff motivated the researchers to find new sets of 

population initialization techniques for improving the phase specific as well 

as overall performance of the family of the GAs. In this perception, new 

mixture of initialization methods that combine the benefits of both random 

and induced initialization has been proposed by many of the researchers. 

Variety of proposals regarding population seeding techniques for GA 

encouraged the users to select the appropriate model w.r.t. the nature of the 

application. At the same time, it also increases the volume of the repository of 

such category, which resulted in ambiguity in decision making. This 

vagueness motivated the researchers in a different direction in order to find 

appropriate techniques to improve the efficiency of the existing set of 

initialization techniques rather than proposing new techniques. Self-

organization is one such model, which is aimed at improving the performance 

of the GAs. Self-organization often defined as global order emerging from 

local interactions appropriately [15, 28]. Self-organization is a dynamic 

process and adaptive process where the systems acquire and maintain the 

structure by themselves, without any external control. It is highly evidenced 

that it gives greater benefits to solve the complex problems with competent 

efficiency levels. In self-organizing, individuals are interacting directly with 

the candidate solutions to produce the common pattern which influences the 

behavior of low level individual in the population [15, 17, 40]. These systems 

can scale upto the enormous size since the interaction is subsequent local 
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individuals rather than the global medium. The multi-entity self-organization 

system proposed by Bak [11] selects the worst fitness individuals in each 

iteration and updates its position according to the local interaction. This 

method also affects their neighborhood individuals. Consequently, the local 

fitness of the individuals will be increased due to the update method 

influenced by the local interaction among the individuals. 

In the view of evaluating self-organizing ability, the argument of 

assessing autonomous agents w.r.t. local fitness function was introduced by 

Han (2003). The framework for Autonomy Oriented Computing was proposed 

by Liu et al. (2005; 2006). It uses self-organized distributed autonomous 

agents for characterizing complex systems behavior of the optimization 

problem in the intended domain. An unique model of self-organization for GA 

called GASOM, which stands for “Genetic Algorithm using Self-Organizing 

Map” was proposed in [12, 27]. 

Self-Organizing Maps (SOM) is mainly an unsupervised learning 

mechanism which is used to avoid the local optima and premature 

convergence of GA. The combined version of SOM and GA has the 

possibilities to find the many local optima instead of one global optimum. 

SOM holds well in non-linear mapping for large search space. The Hopfield-

type network and Kohonen types of SOM are used to solve NP-hard TSP 

problem [1, 3, 6, 14]. Hopfield-type network has its major focus to solve small 

and medium scale problem, whereas the Kohonen type of SOM focused on 

large size problem space. Many types of SOM algorithms [7, 18, 19, 22, 39 41, 

] have been proposed to solve the Travelling Salesman Problem (TSP) by 

incorporating the efficient initialization method and parameter adoption. 

Hui-Dong and Kwong-Sak Leung [39] presented two other versions of SOM: 

ISOM-Integrated SOM and ESOM-Expanding SOM. 

These techniques are used to solve the TSP problem, which required 

human intervention resulted in increased complexities in design of solutions. 

Kwon Jeong and Jang lee [23] proposed the multimodal function 

optimization, which offered an improved performance by adapting the 

parameters GA. A new dominant selection technique, which selects the 

dominant individuals and cyclical mutation operator, has been proposed in 

[24]. According to dominant individuals and cyclical mutation operator, 

mutation probability will be tuned periodically. Although it offers better 
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optimization result, it suffered by faster convergence rate, which lead to end 

up with premature convergence. As another development, self-organizing 

algorithm (migration Algorithm) and genetic algorithm are combined in order 

to avoid the premature convergence and get trapped from the local optimum 

[17, 24, 44]. In random immigrant technique, candidate individuals interact 

between themselves and find the individual near to optimal solution and 

placed in subpopulation. The combination of self-organizing (migration 

Algorithm) and genetic algorithm gives different parameter design and 

setting such as population size, crossover probability and mutation 

probability [7]. In its series, a new replacement technique has been proposed 

in [41] that replaces worst individual of the population by the random 

immigrants. This random immigrant increases the individual diversity 

among the population through random replacement of individuals in the 

population. But the random fashion of selecting the replacement individuals 

suffers from low fitness values. In general, in most of the cases [17, 20, 38, 46, 

25], it is observed that self-organization models for GAs are proposed and 

proved by applying the hybrid models to solve the Travelling Salesman 

Problem (TSP), which is usually belongs to the NP-hard problem category. In 

this way, the work reported in this paper proposes an efficient self-

organization model for improving the performance of the GA, which is also 

demonstrated by applying the proposed model for the standard benchmark 

TSP instances. 

The organization of this paper is as follows: Section 2 offers the 

background information about various population initialization techniques, 

which are used in this work and the proposed model. Section 3 describes the 

algorithm for proposed model and population initialization techniques used in 

this paper. Section 4 reports about the experiments carried out in this work 

and the corresponding result analyses in comparison with the existing 

techniques. At last, Section 5 offers the conclusive remarks over the reported 

work. 

2. Background Information 

The Initial phase of population initialization plays the important role in 

providing the good quality individual for the population which improves the 

optimal solution. The Individuals (Ind) are represented as  ,,,,, 321 NCCCC  
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which is a permutation of  .,,2,1 N  This section offers the brief 

introduction about various population initialization techniques that are 

applied in this paper. 

2.1. Random Population Initialization 

Random population initialization is one of the important techniques in 

which the individuals are created in random manner without any heuristics 

[2, 10, 28, 47, 48]. The population generated using random population seeding 

technique does not suffer by local optima, however it exhibits poor 

convergence rate when compared with other techniques. 

In case of TSP, the random initialization technique normally chooses the 

first city in a random fashion and repeats the same until the candidate 

individual is formed. The algorithm for this technique stated in the Figure 

2(a). In the random technique, the individual is formed by choosing the first 

city 1C  in the random manner. In order to select the next city jC  where 

jC  Indi, then this process continues until individual is created. 

 

Figure 1. List of Variables used in the proposed algorithm. 
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2.2. Nearest Neighbour (NN) Population Initialization 

The nearest neighbour population initialization technique is one of the 

efficient techniques, which has the increased convergence rate [31, 38]. In 

this case, the individuals are created by visiting the nearest city from the last 

city visited by any individual. Although this technique may be preferred with 

better convergence rate, it has the drawbacks of poor diversity and trapping 

with the local optima. 

The algorithm of NN population technique is formulated as an algorithm 

and it is clearly illustrated in the Figure 2(b). In the nearest neighbor 

technique, the initial population for the TSP is created using the by selecting 

the first city 1C  in the random way, then remaining city jC  is selected by 

choosing the next nearest city from the LastC  where ijC Ind  then visit 

.jC  The initial population POP is created using the same process. 

The algorithm of NN population technique is formulated as an algorithm 

and it is clearly illustrated in the Figure 2(b). In the nearest neighbour 

technique, the initial population for the TSP is created using the by selecting 

the first city 1C  in the random way, then remaining city jC  is selected by 

choosing the next nearest city from the LastC  where ijC Ind  then visit 

.jC  The initial population POP is created using the same process. 

2.3. ODV Based VV Population Initialization Neighbour 

The Ordered Distance Vector based VV (Vari-begin with Variable 

diversity) technique is one of the recently proposed techniques proposed in 

2013 [10]. This ODV method has the advantage of simplicity, randomness 

and individual diversity, which are mandatory for all population seeding 

techniques. 

This algorithm is described in the Figure 2(c). Initial population is 

created by using the Vari-begin with Variable diversity (VV) by Order 

Distance Vector (ODV). In VV (ODV) population initialization method, first 

city is generated randomly to all the individuals in the population. Generate 

the bax number randomly generated from the Best Adjacent  ba bax1  

and select jC  from the ODM by using the bax and recent city visited by the 

individual. If jC  is not visited by the individual then visit .jC  If all the best 
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adjacent cities are visited by the individual, then randomly generate jC  

where ij IndC   then visit .jC  This process continues until all the 

individuals for the population (POP) are generated. 

3. Proposed System - Self Organization Algorithm 

This work uses the common pattern replacement model to construct a 

simple self-organization algorithm, which is combined with the classical GA. 

This combination avoids the premature convergence and improves the 

diversity rate of the overall GA. In this self-organization algorithm, the 

candidate individuals of any population are divided into two categories: 

individuals with high fitness values are called as Leader individuals (IndL); 

remaining individuals are termed as Active individuals (IndA). This 

algorithm doesn’t use any more complex heuristics for defining the threshold 

for high fitness value and reaming. Here, in each population, the top ranked 

individuals are marked as the set of IndL and the remaining are marked as 

IndA. After this, all other individuals will be made to move towards the 

leader individuals by incorporating the intended sequence (common pattern) 

found from the leader individuals. With respect to the TSP, the fitness of each 

individual (Ind) in a population set is function 

Fitness:  POP  given by 

  ,cycletheofCost

1

1

1,1,




 

N

i

jNiij POPIndCCIndF  (1) 

where, 

 N refers to the number of cities in the individual, 

 1, iiC  refers the distance between two cities i and ,1i  

 1,NC  refers to the distance between last city and first city during return 

after the tour. 

Let POP be the raw set of individuals for a population set and it is 

defined as, 

 ,,,,, 221 popsizeINDINDINDINDPOP   (2) 

where, popsize refers to the number of individuals in the population set. 
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After sorting the elements in POP based on their fitness function F, we 

get 

 popsizesorted IndIndIndPOP ,,, 21  (3) 

such that F is monotonically increasing function for 1i  to popsize. Then 

the individuals from the sortedPOP  is divided into two subset based on the 

fitness value of the individuals. We drive two subsets IndL and IndA such 

that 

sortedPOPIndAIndL   (4) 

IndAIndL  (5) 

IndAIndL   (6) 

.pIndL   (7) 

Here, IndL is the set of top p ranked individuals with high fitness (minimum 

distance) values is called as Leader individuals and IndA is the set of 

remaining individual from the POP with less fitness value (maximum 

distance) values is called as Active individuals and p is the cardinality of the 

set IndL. Further the set IndL has been utilized for generating the 

continuous common sequence which is incorporated in the set IndA in order 

to improve the fitness values of the individuals. 

Common sequence G is defined as, 

CBAG  form
VisitofOrder

 

such that 

  ,, zyxG   (8) 

where, z is the largest common continuous subsequence of x and 

.;, ByAxy   

The common sequence/pattern may be defined as the set of the similar 

elements with identical order in two individual from the set IndL. It is 

described as follows: 

  IndLIndIndIndIndGSeq jijiji  ,,,,  and .ji   (9) 
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Finally, the set Seq would be as  ,,,,, 31 viii CCCCseq   where 

Nv   refers to the maximum length of the Seq or the number of elements in 

the set Seq. For example, let iIndL  and jIndL  are two distinct individual 

with the permutation of  Niii CCCC ,,,, 31   from the set of IndL. The 

sequence (Seq) discovered from the leader individual is the set of cities visited 

in same order by iIndL  and .jIndL  The jiSeq ,  obtained from two distinct 

individuals iLInd  and jIndL  is  .,,,, 431 viiii CCCCC   It is also 

observed that, in the proposed common pattern replacement model, the 

process of replacement as a whole with higher values of ‘v’ lead to struck with 

local optima. Empirical analyses proved that the replacement process in 

terms of sub patterns rather than the whole pattern produces good results by 

minimizing the probability of trapping with local optima. It is observed from 

the [34] that the best adjacent value for the TSP is 4. Then it has been 

utilized for the sub-patterns with the length of 4 yields better results. Hence, 

based on the empirical analyses, for all experiments reported in this paper, 

the sub-pattern length is maintained as 4 and in this view, the Equation (9) 

can be defined as, 

 
 

   








  viiiriii
rs
ji

CCCCCCCCr
jiSeq

jiSeq
Seq ,,,,,,,

,

,
43131

,
,  (10) 

where, 

 s refers to the number of sub patterns derived from the set Seq. 

 r refers to the size of each sub-pattern, which is fixed as 4. 

Consider an individual from the set IndA  as .kInd  Here, by considering 

the subset 
rs
ji

Seq
,
,

 as in the Equation (10), the identical sub-sequence of 

MSeq  is to be found in ,kInd  such that the length of the sub-sequence 

should be always equal to .1r  

In general, the sub-sequence  1,, ri CC  of rseq ,1  is to be found in the 

individual kInd  and it is described as follows: 

 ,,
1,

, k
rs
ji

IndSeqGMSeq


  
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where 

.;
1,

,
IndAIndSeqSeq k

rs
ji




 (11) 

Then, the last element of the subset rC  should be identified in kInd  along 

with its position. Here a heuristic must be applied for finding the appropriate 

location for finalizing the common. The position of rC  must be changed such 

that it should be adjoined with the available sub-sequence, such that the 

sequence of  riii CCCC ,,, 31   is present in kInd  also in the same order. 

The general form of heuristics can be stated as follows: The rth element of 

rs
ji

Seq
,
,

 should be identified in kInd  and it should be adjoined with sub-

sequence such that, the subset MSeq is available in kInd  in the same order of 

visit. In the above heuristics, both the cases must be executed and based on 

the fitness value one of the cases may be considered and continued. i.e. in our 

example, the execution with minimum distance value may be considered and 

continued with that. Similarly, the process may be repeated for all other 

subsets of rsSeq ,  until the completion of all the individuals in the set .IndA  

It is also observed that the sub-pattern replacement policy offers extended 

possibilities to incorporate the leader sequences into the active sequences and 

also avoid the problem of premature convergence. 
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Figure 2. Proposed Self-Organization Algorithm for GA. 

4. Algorithm Explanation 

The population initialization technique plays an important role in 

providing the good quality individual for the population which improves the 

optimal solution. The Individuals  Ind  are represented as 

 NCCCC ,,,, 321  cities, which is a permutation of  .,,2,1 N  

In  ODVVV  population initialization method, first city is generated 

randomly to all the individuals in the population. Generate the bax number 

randomly generated from the Best Adjacent  babax 1  and select jC  

from the ODM by using the bax and recent city visited by the individual. If 
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jC  is not visited by the individual then visit .jC  If all the best adjacent cities 

are visited by the individual, then randomly generate jC  where ij IndC   

then visit .jC  This process continues until all the individuals for the 

population (POP) are generated. Then select the leader individual from the 

population where leader individuals of set IndL are having the highest 

fitness values in population and the remaining individuals from the 

population are active individuals of set IndA. 

Sequences are discovered from the leader individuals by comparing the 

two leader individual iInd  and jInd  from the set .IndL  The sequence srseq ,  

is the set of cities visited in same order by the individual iInd  and .jInd  The 

sequences are of length are formed with sub-tour using the Equation (10). If 

the city matches then repeat the same step until the sequence  srseq ,  of 

length s is formed. Repeat the above process from selecting next two 

individual until all the individual in leader individuals are compared and find 

all the possible Seq. 

Active individuals  IndA  are having the low fitness values when 

compared with the leader individuals  .IndL  In order to increase the fitness 

value of active individual  ,IndA  active individuals are incorporated with 

those sequences  srseq ,  followed by the leaders individuals. Then IndA  

reduce the distance by visiting all the cities and increase the fitness value of 

IndA  and move towards .IndL  In the common pattern replacement model, 

the replacement process contains the whole higher values of ‘v’ that lead to 

struck with local optima. The replacement process in terms of sub patterns 

rather than the whole pattern generates good results by minimizing the 

probability of trapping with local optima. It can be proved by Empirical 

analyses that the subpatterns with the length of 4 yields better results. Select 

the sequence from the set rsseq ,  and check whether rSeq ,1  have some 

matching sequence MSeq  in active individuals. 

Then the Greedy Crossover technique, which sometimes referred as 

Greedyswap is used here. The basic idea of Greedy Crossover is to randomly 

select two cities from one Individual and swap them if the new (swapped) 

tour length is shorter than the old one. 
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This leads to an always-converging solution pointing towards the shortest 

tour length of a TSP. The comparison is made prior to crossover, which brings 

to the concluding factor that only new individual with high fitness values are 

created. After the crossover, the individuals are subjected to mutation. The 

swap mutation operator, which is commonly used for permutation based 

representation is applied here. It simply consists of generating a new 

individual by randomly swapping two cities from an existing one. The 

mutation probability Pm is usually taken as .1 N  

5. Experimental Design 

5.1. Experimental Setup 

The competence of the proposed self-organization model for the GA is 

demonstrated using a set of well-defined experiments. Traveling Salesman 

Problem (TSP), a popular combinatorial optimization NP hard problem is 

being chosen as the testbed. The standard benchmark TSP instances 

obtained from TSPLIB [33], named as Eil51, Pr76, KroA100, Pr144, Gil262, 

Fl417 and u724 are considered for experiments reported in this paper. 

The individuals of the population are represented as the tours of cities. 

Experiments are conducted in three different phases: Phase-1 is used to 

assess the performance of the proposed self-organization model (SOR) in 

conjunction with the Random (R) population seeding technique [15, 28, 29] in 

a classical GA; Phase-2 is used to assess the performance of the proposed self-

organization model (SONN) in conjunction with the Nearest Neighbor (NN) 

population seeding technique [31, 38] in a classical GA; Phase-3 is used to 

assess the performance of the proposed self-organization model (SOVV) in 

conjunction with the VV population seeding technique [34, 49] in a classical 

GA. For all the phases of experiments, the no. of individuals are defined as 

100 and the total no. of generations are limited as 100. For each case of 

assessment, the average of the 50 independent runs is considered with the 

crossover probability as 0.7  7.0Pc  and the mutation probability as 0.1 

 .1.0Pm  All the techniques are assessed using a set of generic 

performance criteria, which are described as in the next section. 
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5.2. Performance Assessment Criteria 

The parameters used for the investigation of the proposed technique are 

defined such that to assess the performance of a classical GA in general and 

so, it could explore the abilities of the same in various dimensions along with 

the trade-offs. The assessment criteria used in this investigation are 

convergence rate, error rate, average convergence and distinct individuals 

from the population, and NN ratio. The Nearest Neighbor (NN) ratio of the 

population is the ratio of the total number of nearest neighbor edges to the 

total number of edges in individuals of the population, where the nearest 

neighbor edge is an edge at least one of its end cities is the nearest neighbor 

of the other end city [33]. 

Convergence rate of an individual of a population set is defined as the 

percentage of fitness value obtained by the individual according to the 

optimal fitness value and it can be defined as in the Equation (12) as follows 

[29, 33, 34, 49, 54, 56]: 

  .100
fitnessoptimal

fitnessoptimalFitness
1%ratecon. 


  (12) 

Average convergence rate of a population set is defined as the average 

percentage of fitness value obtained by the individual according to the 

optimal fitness value and it can be defined as in the Equation (13) as follows 

[10, 33, 49, 56]: 

  .100
fitnessoptimal

fitnessoptimalfitnessaverage
1%converg..Ave 


  (13) 

 Error rate of an individual of a population set is defined as the percentage 

of difference between fitness obtained by the individual and optimal fitness 

value [10, 39, 41]. It can be defined as follows: 

  .100
fitnessoptimal

fitnessoptimalFitness
%Errorrate 


  (14) 

Distinct individual are the different individuals from the population. It is 

also an important factor that the increase and decrease in distinct individual 

reduces the performance [42]. 
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Figure 3. Performance Analyses in terms of Best Convergence Rate. 

 

Figure 4. Performance Analyses in terms of Worst Convergence Rate. 

 

Figure 5. Performance Analyses in terms of Average Convergence Rate. 

 

Figure 6. Performance Analyses in terms of Error Rate. 
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Figure 7-14. Performance Analyses in terms of Fitness value w.r.t. TSPLIB 

Instances. 

 

Figure 15. Performance Analyses in terms of Nearest Neighbor Rate. 

 

Figure 16. Performance Analyses in terms of Distinct Individual. 

6. Experiments and Result Analyses 

As described earlier, the experiments of this investigation are conducted 

in three different phases in terms of the existing initialization techniques and 

proposed enhancements for the same set. 



A NOVEL SELF-ORGANIZATION MODEL FOR IMPROVING … 

Advances and Applications in Mathematical Sciences, Volume 17, Issue 1, November 2017 

21 

6.1. Phase-I: Random (R) Vs. Self-Organized Random (SOR) 

Technique 

In this phase, the random technique [15, 28, 29, 30] and its enhanced 

model are being used as the initialization technique for initial population 

generation in a classical GA. The city visits are formulated randomly without 

any heuristics. Table I depicts the outcomes and observations of this phase of 

experiments. i.e. performance of the random technique (R) and its 

enhancement model as self-organized random (SOR) technique. It is observed 

that, it terms of convergence rate, the proposed SOR technique dominates the 

random technique. For sample instance eil51, in case of random technique, 

the best convergence rate obtained is around 77.46%, whereas the same for 

the proposed SOR technique is as 84.58%. Similarly, the average convergence 

value of the former one for the same instance is around -9.08%, whereas the 

SOR technique achieved the rate of 7.71% for the same. On the other hand, in 

terms of error rate also, this form of supremacy is continued for all instances. 

For example, for the same sample instance eil51, the random technique 

obtained the best error rate as 22.64% and the worst rate as 140.03%. But, 

the SOR technique obtained the same in the order of 15.42% and 117.56% 

respectively for the same instance. 

Likewise, the outcomes in terms of NN ratio of the proposed SOR 

technique lead its existing version. For the sample case, the experiments 

corresponds to the instance eil51 yield the average value of NN ratio as 

16.08% while its enhanced model yielded the respective value as 36.57%, 

which is almost twice of the former one. In the same way, in terms of fitness 

value also the proposed model outperforms its existing version. For instance, 

the average fitness value of the instance eil51 is achieved as 890.66 by the 

random technique, where the SOR offered the same as 819.14, which is 

definitely comparatively better than the former one. In case of the distinct 

individual, the later technique produces an average of 85 distinct individuals 

as compared with the former one, which produced 76 distinct individuals that 

shows the leading performance of the proposed technique. This large range of 

distinct individuals proved the broader exploring capability of the proposed 

technique against its existing version. This kind of ascendancy is continued 

for all the instances in terms of all the criteria as discussed above. 
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6.2. Nearest Neighbor (NN) Vs. Self-Organized Nearest Neighbor 

(SONN) Technique 

Nearest Neighbor (NN) technique [31, 38] and its self-organized version 

SONN are used for initial population generation in a classical GA in this 

phase. Here the selection of cities to be visited is made as function of distance 

between the same. Preference is given to the cities with minimum distance 

values and it is made by a set of heuristics. 

The experiments are conducted over the instances as described in the 

experimental set-up and as same as in the Phase-I. The corresponding 

outcomes of these experiments are recorded in the Table II. In this case also, 

the proposed SONN technique lead over the NN technique by all means. For 

example, in case of the instance pr76, the best convergence rate of the 

existing NN technique is around 87.20%, whereas the SONN technique 

produced the same as 95.78%. Equally, the average convergence rate of the 

NN technique is about 47.37%, while the other has the same as 54.47%, 

which clearly illustrate the prevailing performance of the proposed SONN 

technique. In addition to that, the error rate of the proposed technique is low 

as compared with the existing technique. By considering the same instance 

pr76, it is observed that the best error rate of the proposed technique is only 

around 4.22% and the worst rate is around 48.36%, however the same of the 

existing technique is about 12.80% and 57.58% respectively. 

Correspondingly, in terms of fitness value also, the new technique of 

SONN leads the existing NN technique. For discussion, the SONN technique 

obtains the average fitness value as 157399.75 for the instance pr76, but the 

NN technique achieved the same as 165084.50. This clearly explored the 

competency of the proposed technique against the existing version. 

Respectively, the exploring ability of proposed technique is also proved as 

quite high compared to the existing set. The new technique produced the 

average of 61 distinct individuals; however the existing one explores only 45 

distinct individuals, which visibly demonstrated the narrowed exploration 

ability of the existing model. On contrary to the above discussions, the 

proposed technique lags in terms of NN ratio w.r.t. the existing model. In 

detail, in case of the instance pr76, it is observed that the SONN technique 

accomplished the NN ratio as 52.15%, nevertheless the existing one has the 

ability of around 59.45%. This stream of supremacy is observed across all the 
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instances of this phase of experiments in terms of the criteria as discussed 

respectively. 

6.3. VV Vs Self-Organized VV Technique 

This phase of experiments has used the VV technique [34, 49] and its 

variant SOVV as initialization techniques for a classical GA in this phase and 

so for performance assessments. Here the cities are visited based on 

heuristics as a composite function of randomness and distance. As described 

in the experimental design section, experiments are conducted over the TSP 

instances as in the Phase-I and the corresponding results are presented in 

the Table III. As like in the previous experimental phases, the proposed 

SOVV technique presides over the existing VV technique. For the detailed 

discussion, by considering the sample instance rat99, it is observed that the 

former one is leading the later one by all convergence arte as 73.55%, where 

as the existing VV technique accomplished the best convergence rate as 

91.20% and the worst convergence rate as 54.18% respectively. Similarly, the 

SOVV technique produced the average convergence rate as 84.24%; 

conversely the VV technique produced the same as 74.20% only. In summary, 

it is evidently proved that the proposed technique outperforms the existing 

technique in terms of convergence by all means. As an accumulative 

indication, the achieved error rate of the SOVV technique for the same 

instance rat99 is very less as the best error rate as 2.54% and the worst rate 

is around 26.45%; on the other hand the best error rate of the existing 

technique is about 12.80% and 57.58% respectively. It proves the 

effectiveness of the proposed technique in comparison with its existing 

version. 

In the same way, the SOVV technique produced leading performance in 

terms of fitness value over the classical VV technique. For example, for the 

instance rat99, the average fitness value achieved by the SOVV technique as 

1401.81, while the other reached the average fitness value as 1523.41. This 

detailed the preeminence of the proposed technique against the existing one. 

In the same order, the exploring ability of proposed technique is also proved 

in terms of the no. of distinct individuals: the SOVV technique produced the 

average of 61 distinct individuals, whereas the existing one explores only 51 

distinct individuals, which obviously demonstrated the exploration capability 

of the proposed model. In addition to these, it is also observed that the 
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existing technique lags in terms of NN ratio (whose value is 52.60%) w.r.t. the 

SOVV model (whose value is 55.96%). These analyses are undoubtedly 

demonstrated the ability of the proposed technique in all aspects. 

6.4. Discussion 

In all the three phases of experiments, the abilities of the proposed self-

organized models are demonstrated in terms of the well-defined and globally 

accepted performance factors. In all the cases, it is proved that the proposed 

self-organized models of the respective population seeding techniques are 

outperformed when compared with their existing classical models. In detail, 

in terms of convergence rate, by all means, the proposed self-organizing 

models perform better than their classical versions. The overall performance 

in terms of the best convergence rate is clearly illustrated in the Figure 4 and 

in terms of worst convergence rate is depicted in the Figure 5. In this 

sequence, the overall performance comparison in terms of average 

convergence rate is shown in the Figure 6. Similarly, in terms of error rate 

also, the proposed self-organizing models lead their classical versions in all 

aspects. This dominant performance is visibly exemplified as in the Figure 7, 

which shows the leading performance of the proposed models in comparison 

with the existing ones in terms of error rates respectively. In terms of fitness 

value also, the proposed models perform better than their counterparts and it 

is noticeably represented in the Figures 8 to 15. Likewise, the proposed 

models outperform the existing ones w.r.t. NN rate and distinct individuals 

and the same are characterized in the Figures 16 and 17 respectively. In this 

case, the illustrations are made w.r.t. the individual TSPLIB instances and it 

is proved that respective enhancement models presented better performance 

rather than their classical versions. In summary, it is experimentally proved 

that in combination with the proposed self-organizing models, the existing 

classical Genetic Algorithms work better in most of the situations. 

7. Conclusion 

This work reported in this paper proposed a common pattern replacement 

model based self-organization technique, which is combined with the classical 

GA in order to enhance the overall performance of the same. The significance 

of the proposed self-organization technique for the GA is demonstrated using 

well-defined experiments conducted over the Traveling Salesman Problem 
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(TSP). The standard benchmark TSP instances obtained from TSPLIB [33], 

named as Eil51, Pr76, KroA100, Pr144, Gil262, Fl417 and u724 are 

considered for experiments reported in this paper. The individuals of the 

population are represented as the tours of cities. Experiments are conducted 

in three different phases and for all the phases of experiments, the no. of 

individuals are defined as 100 and the total no. of generations are limited as 

100. For each case of assessment, the average of the 50 independent runs is 

considered with the crossover probability as 0.7  7.0Pc  and the mutation 

probability as 0.1  .1.0Pm  In all the three phases of experiments, the 

abilities of the proposed self-organized models are demonstrated in terms of 

the well-defined and globally accepted performance factors. In all the cases, it 

is proved that the proposed self-organized models of the respective population 

seeding techniques are outperformed when compared with their existing 

classical models. The outcomes of the experiments evidently proved that the 

proposed self-organization technique in combination with the classical GA 

avoids the premature convergence and improves the error and diversity rates 

by all means. These outcomes also encouraged to continue this research such 

that to enhance the proposed model for the large scale optimization problems. 
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