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Abstract

In this paper, we study a single arrival retrial queue with second optional service and
exponentially distributed multiple working vacation. The server gives service to clients, one by
one, on a FCFS basis. Soon after fulfillment of his administration the client may select the
second optional service with probability or the client may leave the framework without taking

the second optional service with probability g(p + ¢ = 1). After consummation of client’s service

if there is no client in the circle the server may take a numerous working vacation. Using
supplementary variable method, we obtain the probability generating function for the number of
customers in the orbit. Some particular cases are discussed.

1. Introduction

Retrial queueing systems are described by the feature that the arriving
customers who find the server busy join the retrial orbit to try their requests
again. Retrial queues are widely and successfully used as Mathematical
models of several Computer systems and telecommunication networks. Choi
et al. [4] analysed an M/M/1 retrial queue with general retrial times.

Martin and Gomez-Corral [9] considered an M /M /1 retrial queue with
linear control policy. Sherman and Kharoufeh [18] studied an M/M/1

retrial queue with unreliable server. In the queueing theory, vacation queues
and retrial queues have been intensive research topics; we can find general
models in Artalejo and Gomez-Corral [2]. In 2002, Servi and Finn [17] first
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introduced working vacation policy and studied an M/M/1 working

Vacation queues. The study of queueing system with working vacations can
also provide the theory and analysis method to design the optimal lower
speed period. Wu and Takagi [20] extended the M /M /1/WV queue to an

M /M /1/WV queue using the matrix-analytic method, Baba [3] considered a
GI/M /1 queue with working vacations. Krishnamoorthy and Sreenivasan
[8] analysed an M /M /2 queue with working vacations. Do [6] studied an
M /M/1 retrial queue with working vacation. Zhang and Xu [21] considered
an M/M/1/WV queue with N-policy. Pazhani Bala Murugan and

Vijaykrishnaraj [15, 16] studied A bulk arrival retrial queueing models with
exponentially distributed multiple working vacation.

2. Model Description

We consider a single arrival queueing system where the primary

customers arrive according to a Poisson process with arrival rate A(> 0). We

assume that there is no waiting space and therefore if an arriving customer
(external or repeated) finds the server occupied, he leaves the service area
and joins a pool of blocked customers called orbit. We will assume that only
the customer at the head of the orbit is allowed to reach the server at a

service completion instant. The retrial time follows a general distribution,
with distribution function B(x). Let b(x) and B*(0) denote the probability
density function and Laplace Stieltjes Transform of B(x) respectively for
regular service period and let a(x), A*(0) denote the probability density

function and Laplace Stieltjes Transform of A(x) respectively for working

vacation period. Just after the completion of a service, if any customer is in
orbit the next customer to gain service is determined by a competition

between the primary customer and the orbit customer.

The service discipline is FCFS. Each arriving customer undergoes the
first essential service which has general distribution with distribution

function Sy, (x), the probability density function Sy (x) and the Laplace-
Stieltjes transform (LST) SZI (0) where Sp, 1s the service time of the first
essential service.
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After completion of first essential service the customer may opt for the
second optional service with probability p or the customer may leave the
system without taking the second optional service with probability

q(p +q =1). The second optional service follows the general distribution

with the distribution function Sy, (x), the probability density function Sy, (x)
and the LST SZZ(Q) where Sj, is the service time of the second optional
service.

During the working vacation period the server also provides two types of

services. The first essential service time S, of a typical customer follows a
general distribution with the distribution function S, (x)[S, (x), the
probability density function and S:l (0), the LST] and the second optional
service time S, also follows a general distribution with the distribution
function S, (x)[s, (x), the probability density An M/G/1 Retrial Queue
with Second Optional Service and Multiple Working Vacation function and

S;, (6). the LST].

Further, it is noted that the service interrupted at the end of a vacation is
lost and it is restarted with different distribution at the beginning of the
following service period. Inter arrival times, service times and working
vacation times are mutually independent of each other.

Let us define the following random variables.

N(t)- the orbit size at time ¢

A°(t)- the remaining retrial time in working vacation period

Bo(t)- the remaining retrial time in regular service period

S,?i (¢)- the remaining service time in working vacation period, for i = 1, 2
Sl(?)i (¢)- the remaining service time in regular service period, for i = 1, 2

Y () = 0 if the server is on working vacation period at time ¢ but not
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occupied, 1 if the server is in regular service period at time ¢ but not occupied,
2 if the server is busy for giving first essential service in working vacation
period at time ¢, 3 if the server is busy for giving second optional service in
working vacation period at time ¢, 4 if the server is busy for giving first
essential service in regular service period at time ¢, 5 if the server is busy for

giving second optional service in regular service period at time ¢.

so that the supplementary variables A°(¢), BO(¢), Sl?l (), 5’1?2 (), Sgl @)
and 882 (¢) are introduced in order to obtain the bivariate Markov Process
(N(t), 6(t); ¢ = 0}, where a(t) = {A°()if Y(t) = 0, B°(t) if Y(t)=1; sgl (t) if
Y(t) =2, sfz @) if Y(t) = 3; S;jz @)if Y(t)4; S;jz (t)if Y(t) = 5}. We define the

following limiting probabilities:

Qu.0 = Jim Pr (N() = 0, Y() = 0}
Qo = }LI&PY (ING)=n,Y(t)=0,x < A’(t) < x +dx}; n>1
Po,n = tlingoPr (NO)=n,Y({t)=1,x<B°(t)<x+dx};n>1
Qn = }E&Pr {Nt)=n,Y(t)=2,x < Sl?l(t) <x+dx};n>=0
@,y = lim Pr {(Nt)=n,Y(t) =3 x < Sl?z(t) <x+dx};n=0
P, = tli_)noloPr {(Nt)=n,Y(t)=4,x < Sl?l(t) <x+dx};n>0

Py, =limPr{N(t)=n,Y(t) =5 x < Sl();(t) <x+dx};n=0.
t—0

We define the Laplace Stieltjes Transform and the probability generating

functions  as  follows,  for i=1,2, Sp, (6) = L:O efebei (o)dux;

Sy, (0)= J‘(:Oe*exsvi (x)dx; A™(0)= J‘(:oe*exa(x)dx;
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B"(0)= [ e "b(x)dxi @5, (0)= [ ¢ Qo 0 ()i @50 (0)= [ @0, ()l

Q(®)= [ @, (1) Q1 (0)= [ Qu(x)xi B (0)= [ 7Py ()

B 0(0)= [Py )d: @5 2.0)- ZQon(e)Z Q2.0 Y @5 0)2"

n=1

Qo= 0) = D" Q00" @ (2, 0) = Y Q) ,(0)2"; @/ (=, 0)
n=1 n=1
= D Q02" Q2 0) = D@ 4(0)"; F(z, 0)
n=1 n=1

= D B, (002", B§ (2, 0) = Y B5,(0)2"; Pofz, 0)

n=1 n=1

:ipo,nw) (e, e),z P}, (0)2"; P (2, 0)
n=1

= i}):n(o)zn’ Pi(za O) = i}):n(o)zn
n=1 n=1

3. The Orbit Size Distribution

By assuming that the system is in steady state condition, the differential

difference equations governing the systems are as follows:

AQo 0 = qP;o(0) + P2 o(0) + @ ¢(0) + Q2 ((0) (1)

L Qo) =~ + M@0, () + 4@, O)a()

+@Q (0)a(x), n 21 2)

=10 @)=+ )R 0(6) + Qo1 005y, (¥)+ 10,05, (%) 3
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L@y (%) =~ + M@y () + 2@1 1 () + Qo Oy, (1)
+ A8y, (x)J.;0 Q. (x)dx; n > 1

- % @z,0(x) = (A + M)@2,0(0) + @y, 0(0)sy, (x)
Qo (6) = <0+ @y, (1) + D@1 (0)5y, () + Qg s () > 1
d

=25 Pon(®) = 2P (%) + ¢B, 5, (0)b(x) + Py, (0)b(x) + mb(x)

IwQO a(x)dx; n>1
0 Y0,

— 55 o) = APyo(x) + Po1(0)sy (x)+ sy () [ @1 0wk

d

+ Asp, (x)J.O Py ,(x)dx; n > 1

d

- 5 Pao(®) = Py () + DR (0)s, () + sy ()] Qo)
L Py (£) = =Py () + Py (0085, (0)+ 1Py (2) s, ()

[ Qunws.

Taking LST on both sides of the equation from (2) to (11) we get,
0Q0,1(0) — @, ,(0) = (A + )Qp, ,(0) — 9@y, ,(0)A™(8) ~ Q2 ,(0)A™(8)

0Q1 0(0) — @1,0(0) = (A + M)Q] ¢(0) — @9, 1(0)Sy, — 1Qo,0S,, (6)
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0Q],,(0) — @1,,(0) = (A + QY ,(0) — 2Q1, ,1(8) — Qo 1+1(0)Sy, (6)
- 1S, (8) = @, ,(0) (14)
0Q2,0(0) ~ @2,0(0) = (A + M)Q2,0(8) ~ pQy,0(0)S;, (6) (15)
0Q2,,(8) — @2, ,(0) = (A + M)Q3, 0 (8) — P@1, ,(0)S;, (8) ~ 2Q3 ,_1(6)  (16)
0P, 1(0) = Py, (0) = AP, ,(0) — ¢ Py, ,(0)B*(6) = P, ,(0)
B"(6) - nB"(0),(0) a7
0P} 5(6) = P1,9(0) = APy (8) = Py,1(0)sp, (8) — sy, (0)QY 0(0) (18)
0P ,(0) = Py, ,(0) = AP ,(8) = Py, n41(0)spy (8) = APY , 1 (6)
— S, (0)Q1,,(0) ~ &Sy, (0)Fp, ,(0) (19)
0P, ,(0) = Py, 0(0) = Py (0) = pP 0(0)s, (0) — nsp, (0)Q2,0(0) (20)
0P, (8)= Py ,(0) = AP, (8)~ PPy 5 (0)sp, (0) =1 P; 1 (0)~nsp, (0)Q2 ,(0).  (21)
Multiplying (12) with z"” and summed over n from 1 to o, we get
[0~ (2 + n)]RQo(2, 6) = Qo(2, 0) - A" (0)q@ (2, 0)
+ A% (0)g@1,0(0) — A™(0)Q2(2, 0) + A™(0)@s,(0). (22)

Multiplying (14) with z" and summed over n from 1 to « and added up with

(13) gives
. Si;, (0)
[9 - (7“ - Az + T])] Ql (27 9) = Ql (Z’ 0) - e QO(Z’ 0)
128 0)- 285 0@ @)

Inserting 6 = A + n in (22), we get
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Qo(z, 0) = A" (L + n)[g@y (2, 0) - ¢@y,¢(0) + Qy(2, 0) — @y ((0)]. (24)
Substituting 6 = 0 in (22) and using (24), we get

1-A"(A+n)

Q2. 0) = =5

[9@: (2, 0) — q@Q; 0(0) + @5 (2, 0) - @5 ¢(0)].  (25)
Inserting 6 = A — Az + n in (23), we get

[QO(ZZ’ O) + %

Ql(z’ 0) = S;1 (}“ - Az + n) QS(Zs O) + % Q0,0]' (26)

Multiplying (16) with z" and summed over n from 1 to o« and added up
with (15) gives

[0~ (h =2z + ]R3 (2, 6) = @(2, 0) — p@ (2, 0)Sy, (6). (27)
Inserting 0 = % — Az + 7 in (27), we get
@o(2, 0) = Sy, (A — 1z + )p@; (2, 0). (28)
Substituting (24), (25) and (28) in (26), we get
Qo(z, 0) =

Sy (=22 + )+ n)2R00 ~[a@,0(0)+ @0 Otz + (1 Az +m) A"+ )]}

29
(A +n)z =Sy (A =rz+n)lg+psy, =Rz +n)[Az+ (A -Rz+n) A% (L +1)] @9

Substituting (28) and (29) in (24), we get
QO (2’ 0) =

(A +n)A* (L +n)[Sy, =Rz +n)]lg + pSy, (L =1z +n)z@
—2[qQy ¢(0)+ Q5 (0)]]

. 30
(A +m)z=S; (A =2z +n)lg + psy, (. —rz+n)|[Az + (A -rz+n) A" (L +n)] G0

Let f(z)= (A +m)z - Slfl(k -Az+1M)[g +pS:1(7» -rz+)]rz+ (A -rz+n)
A*(+m)] at z=0, f(0) =-S5 (A +n)[g + pS;, (h + )] [+ AT +n)] <0

andat z = 1, f(1) = (& + ) = S5 (M) [g + pS;, )] [~ +nA" (A +n)] > 0.
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This implies that there exists a real root z; € (0, 1) for the equation

f(z) = 0. Hence at z = z; the equation (30) becomes
q@,0(0) + @2,0(0) = AU(21) Q0,0 (31)
where
U(zy) = Sy (0 = 22y +n)[g + pSg, (A = 12y +m)]. (32)

Using (31) in (30), we get

q0(2, 0) =
2 + A" (A +1)[2S,, (A = 2z +n)[g + pSy, (A = Az + )] - U(z1)]Ro, 0 (33)
(4 )z = S5 (0 — 2z + )[g + psfy (h — Az + ][z + (h —hz + M)A (. + )]
Using (31) in (29), we get
Sy (& =2z + )M + )z =AU (z) [Az + (A = 2z + 1)
(2. 0) = A" (L + )1 Qo0 (349

- (A +m)z =S5 (A =2z +n)[g + psy, (A =1z + )][Az + (L -1z + 1)
AT (h+m)]

Using (33) in (28), we get

Sy (L =1z +M)Sp, (A = Az + MMM + n)z = AU ()

iz + (L =2z + M) A" (L + )@ 0

@ 0= (A +m)z = S5, (A =2z + n)[g + psy, (L = Az + )] o
[hz+(h -2z + ) A" (A +n)]
Substituting (31), (33) and (34) in (25), we get
2A[L- AT+ n)][Sy; (= 2z +n)lg + pS;, (h— 2z +1)]
Q32 0) -U(21)]Q0,0 (36)

) (k+n)z—S:1(k—kz+n)[q+ps:2(k—kz+n)][7»z+(k—k2+n)'
A" (+m)]

Inserting 6 = 0 in (23) and Substituting (32), (33) and (35), we get
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ML= 85 (0 =1z + )] [(L + )z = Ulz)

Q' (e, 0) = [z + (- 2z + A (L +)lQ, o : . @
[h =z + n][(A + )z = Sy (A = 2z + M)[g + psy, (A = Az +1)]

[hz + (A =2z + M)A (A +1)]

Inserting 6 = 0 in (27) and using (33), we get

ap[Sy (A =2z + n)][L = Sg, (A =z + )] [( + )z - Ulzy)

Qe 0) = [tz + (L — 2z + A" (1 i n)]IQo,0 : (39
A =2z +n][(A + )z = Sy, (= Az + ) g + psy, (A — Az +1)]

[z + =2z +m)A (A +1)]

Multiplying (17) with z" and summed over n from 1 to o, we get

(6 - 2)P5 (2, 0) = Py(2, 0)— ¢B*(0)Py(2, 0)

+qB"(0)P,(0) - B"(0)Py(2, 0) + B*(0)Py,0(0) ~nB*(0)@ (2, 0).  (39)
Inserting 6 = A in (38), we get
Py(2,0)=B*(L)[gPi (2, 0)+ Py(z, 0)]- B*(L)[AQ,0 — U (21)Qp 0]

+1B* (L)@} (=, 0). (40)

Inserting 6 = 0 in (38) and using (39), we get

Pi(z 0) = {%ﬂ 4Py (2, 0)+ Py(z, 0)~ Q0o +1U(z))

Qo,0 + Qo (2, 0)]. (41)

Multiplying (19) with z" and summed over n from 1 to o and added with
(18), gives

*

[0~ (.~ 22)}B' (2. 0) = Py(z. 0) - "% Py(z, 0) - nSp, (0)Q1 (2, 0)

z
- 28, (0)F; (2, 0). (42)
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Inserting 6 = A — Az in (41), we get
R(z, 0) = S;, (. - 12) [@ + 1@} (2, 0) + MBS (2, 0)] (43)
Multiplying (21) with z" and summed over n from 1 to « and added with
(20) gives
[0 — (A ~22)]P5 (2, 8) = Py(2, 0) - pS, (0)Pi (2, 0) — nS, (0)@2(2, 0).  (44)
Inserting 0 = (A — Az) in (44), we get

Py(z, 0) = Sp, ( = 22)[pPi (2, 0) + nQz (2, O)]. (45)

Using (39), (40) and (36) in (42), we get
Sp (& = 22)[B* (1) + (1 = B*(1)z][nSp, (A - 12)

Q3(2, 0) + nQp (2, 0) - A1 - U(z1)]@0,0]
z = Sp (= 212)[g + pSp, (A - 12)]

[B"(A) + (1 - B*(1))]

Pl(z7 0) =

nzSp, (A — 22)Qy (2, 0)

+ . (46)
z = Sy (A= 212)[g + pSp, (A = 22)][B* (1) + (1 - B*(»))2]

Using (45) in (44), we get

Sp, (= = 12)n[z - gSp, (A = 22) [B"(2) + (1 - B"(1))z]|@2 (=, 0)

P5(z, 0) =
2z 0) z -8 (L =22)[g + pSp, (A = 12)][B*(X) + (1 - B*(1))2]

[pSp, (1 = 12)I2@1 (2, 0) + [B* (1) + (1 - B (2))z]

. M@0 (2, 0) = A1 — U(z1)1Qo,0]
z = Sy (h = 212)[g + pSp, (A - 12)]

[B"(1) + (1 - B"(M))e]

(47)

Using (35), (45) and (46) in (40), we get
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Noy(2)

0= D)

Q0,0 (48)
where
No(2) = nz[l = B*(A)] S, (» - 22)[q + pSp, (A = 22)][1 = S, (A = %2 + )]
[ +m)z=U(z;)x [hz + (A = 2z + n)A" (L + )]
nz(l - 22)Sy (b — Az + M)[1 - Sy, (A — Az + )]
x [ +m)z-U(z)[hz + (& =2z + n)A" (A + n)]]
+mz[l - B"(M)][1 - A" (A + n)][A — 2z + 1]
x [2S5 (M = Az +m)[g + Sp, (A = Az + n) = U(z )z]
—2[1 - B*W)][1 - U(z))] (X = 2z +n)
x [+ )z - Sy, (A - Az + n)[g + pS;, (L — Az + )]
Pz + -1z +m)A (L + 1)
Dy(2) = [z = Sp, (A = 12)[q + pSp, (. = 22)][B*(A) + (1 = B*(R))2]I[ - 12z + 1]
< [( + M)z = 85 (1 = Az + ) [q + pS, (0 — 1z + )]
[rz + (A = Az + n)A"(An)]].

Inserting 6 = 0 and using (36), (39), (45) and (47) in (41), we get

P (z, 0) = Zgll—((g Qo,0 (49)

where

Ny (2)=2npSp, (A =22)[B* (1) + (1 - B (W)e] Sy, ( =2z +n)[L =Sy, (h -2z +n)]

x[(A+m)z-U(zy)[rz + (A — 2z + A (A +1)]]
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izl = Sy (0 = rz + )] [(A + n)z = Ulzy) [z + (= 2z + n)A* (A + n)]]
+ Al - A"(L +n)][A - Az +n]x [B*(A) + (1 - B*(A))z]
[vSy, (= %z +m)[q + pSy, (A — Az + n)]
~U(z1)z] - M1 = U(z1)] x [A = 1z +n]
[B*(1)+ (1= B*(M)2][( +n)z = S, (h = Az +n)lg + pSy, (A~ 2z +n)]
%[z + (= Az +m)A* (O +1)]
Dy (z) = [r - 22][z - Sp, (M —12)[q + pSp, (A = 12)|[B* (1) + (1 - B*(W))z [ — Az +n]
x [ + )z = S (A =z + M)[g + pS, (A — Az + n)]
Pz+(-rz+m)A" (L +n)]].

Inserting 6 = 0 and using (37), (45) and (46) in (43), we get

Ny(2)

B 0=D,6

Qo,0 (50)

Where

Ny(2) = nlz - aSi, (0 - 22)[B*(A) + (1 - B* ()] pSy, (1 - 1z + m)
[1 - S5 (0 =2z + )] x [MR + )z = 2U(z) [Az + (0 = hz + n)A" (2 + n)]]
+npzSh (L = hz) x [1 = S, (b — Az + )]
WX + M)z = AU(z;) [Az + (A = 2z + )A* (A + )]
+npSp (A = 22)[B* (M) + (1 = B*W)z]h[l - A*(A + n)[A - 1z + 7]
(2S5, (1 — 2z + ) x [q + pS}, (. = Az + )] - U(z,)2]

—Ap[l = U(z1)[Sp, (M = 12)[B* (1) + [1 = B*(h)e]
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x 2 =2z +n][(x + )z = S5 (A =Rz + m)[g + pS;, (A — Rz + n)]
Doz + (A — Az +m)x A*(L + )]
Dy(2) = Dy (2).

We define

Py(e) = Q32 00+ Qi 00+ Q3(2 0)+ @0 = 1 H Qo 6D

as the probability generating function for the number of customers in the

orbit when the server is on working vacation period, where

Ny(2) = pSy, (A =2z + m)[1 = S5, (A = Az + ] [MR + )z - ALU(z) [hz
+ (L =2z +m) AT+ )+ [1 - S5 (0 -2z + )]

M+ M)z —AU(z) [rz + (A =2z + ) A" (A + )] + A1 - A* (X + )]
x L =z +n][2S5, (A — Az + )[g + pSy, (h = hz + )] - U(z )z]

+ A=Az +n][(h + )z - S;, (A = Az + n)[g + pSy, (A — Az + )]
Lz + (A = hz + A" (A + 1))
Dy (2) = [r =2z + n][(* + n)z = S5 (A = Az + ) [g + pS;, (A — 1z + )]

[hz+ (A =2z +1n)A" (A + )]}

We define

Pp(2) = B (2, 0)+ B2 0)+ B (2, 0) = 32 Qo 62

as the probability generating function for the number of customers in the

orbit when the server is on not working vacation (normal busy) period, where

Np(2) = [h - 22]No(2) + [1 = Sp (A = 22)IN1(2) + [1 = S, (A — 22)IN3(2)

Dp(2) = [ —2z][z - Sp, (A~ 22)[gq + pSp, (A = 12)|[B” () +[1 - B*(1))z]|Dy (2).
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We define
P(2) = Py(2) + P3(2) (53

as the probability generating function for the number of customers in the
orbit irrespective of the server state. where Py(z) and Pg(z) are given in
equation (51) and (52). We shall now use the normalizing condition P(1) =1

to determine the unknown @ ¢ which appears in (53). Substituting z =1 in

(53) and using L’Hospitals rule, we obtain

Qo0 = Ny . (54)
A=AU(z;)+n L+n=U(z)) A +nA" (L +n)]
n A+n-Sy (g +pS;, IR +nA"(+n)] |

Where

N, =1-AE[Sy |- pAE[Sy,]-[1 - B*(M)]
D, = [AE[Sy, ]l + PE[Sy, ]ISy, () g + pSg, ()] +1 - B*(1)].

4. Particular Cases

Case (i). If no customer receives the second optional service then by
setting p = 0 and Sy = Sp, S;; =S, in (53), we get

P(z) = Py(z) + Pp(2) (55)

Py(e) = S5 Qg and Poe) - T2 @

where
Ny(2) = A1 - A" +n)][L =2z +n][2S; (A — Az + ) — U(z)z]
+ 1 - S5 - Rz +n)]
x[(A+ M)z = Ulzy)[hz + (L =2z + ) A" (L +1)]]
+[h=rz+ ][+ )z - Sp (A — Az + ) x Az + (A — Rz + M) AT (A + )]
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Dy(z) = =2z +n][(A + M)z = Sy (A —Ax + ) [Az + (L — Az + ) A" (L +m)]
Np(2) = izl = Sy (h = 2z + ][(2 + 1) = Ulz1) [z + ( = 2z + n)A™(h + )]
[1-S;(h=212)x[B* (M) + (1 - B*(M)z]] + Aan[l - A* (X + )] [A — Az + 7]
[2S;( =z + M) - U(z,)z]
x[z+[1-2-S,(A—22)][B*(M\)+ (1 - B*(M)z — A[1 - U(z;)]
[ - %z + 1]
< [(A+m)z = Sy (. - Az)[Az + (L — Az + )]
[z+[1-2-S;(r-22)][B*(\)+ (1 - B*(1)z]]
Dg(z) = [A - az][r — 2z + m][z = Sy (L — 12)[B* (1) + 1 = B*(M)]J[(X + n)=
- S;(A =2z +m)x[hz + (A — 2z + ) AT (A + n)]]
and

1 - 1E[Sp] - (1~ B"(2))
[k—KU(zhﬁl}_ A+n-Ulz) [ +nA"( + )] |
n LA =S;m)[A+nA (R +n)
[-E(SyS;(n) + (1 - B*(3))]

Qo,0 =

Equation (55) is well known generating function of the orbit size distribution
of a single arrival retrial queue with exponentially distributed multiple

working vacation.
Case (ii):
If no customer receives the Second optional service and no retrial then on

setting A"(A\+n) =1=B*(A), p =0, S, =S, and Sy = S in (52), we get

P(z) = Py(2) + Pp(2) (56)
Py(z) = Z;V((z)) Qp,0 and Pg = ZBEZ; @, 0-
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Where

Ny(z) =M1 =S, =1 +n)][z = U(z1)z] + [ = Az + ][z = S; (A — Az + )]

Dy(z) =L -2z +n][z =S, (A — 1z + 1))
Np(2) = anz[l - Sy(h — Az + n)][z = U(z1)2][1 = Sp (% — A2)]

Dp(z) = [» - 12][z = Sp(A — A2)][L — Az + ][z = S;; (A — Az + )]

Qoo = 1-21E(Sy)
00 A=AU(z1)+n 1-U(z) «
im0 pas, i

Equation (56) is well known generating function of the queue size

distribution of an M /G/1 queue with multiple working vacation.
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