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Abstract 

In agriculture sector, Crop Yield Prediction is an important issue to address food security 

challenges and reducing the impact of climate change. In this paper, machine learning 

techniques are used to predict yield of most consumed crops using publicly available data from 

FAO and World Data Bank. Different Regression analysis algorithms such as Decision Tree 

Regressor, Random Forest Regressor, Gradient Boosting Regressor are applied on the dataset to 

predict the crop yield. The performance of these algorithms is measured using 2
R  score and 

among these three algorithms Decision Tree Regressor results good 2
R  Score.  

I. Introduction 

Agriculture plays a critical role in the global economy. With the 

expansion of human population, understanding worldwide crop yield is an 

important issue to address food security challenges and reducing the impact 

of climate change. The agricultural Yield is primarily depends on usage of 

pesticides, weather conditions like rainfall, temperature [1] [2] etc. Accurate 

information about history of crop yield will play a crucial role for future yield 

prediction. Climatic factors include humidity, rainfall, temperature and 
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Environmental factors like pesticides usage, soil condition will greatly affect 

the yield of crop. In this paper, author considered two climatic factors namely 

rainfall, temperature and one environmental factor namely usage of 

pesticides for building a better model.  

Machine Learning can be used in sectors ranging from health care to 

Agriculture. In Agriculture sector, machine learning is being used for several 

years. The most studied problem in agriculture is Crop Yield Prediction and 

several models were developed to predict yield of a particular crop so far. 

Even though, the latest crop prediction models can predict yield effectively. 

There is need of robust model that predict yield of a Crop by considering all 

the factors that impact crop yield [6].  

The remainder of this paper is organized is as follows: section 2 explains 

the related work. Section 3 discusses Regression Analysis for Crop Yield 

Prediction. The experimental setup and about the dataset is explained in 

section 4. Results and Discussion is presented in Section 5. Finally, section 6 

concludes the paper. 

II. Related Work 

Japneet Kaur [3] in his paper studied four Indian crops such as Rice, 

Cotton, Wheat and Sugarcane and this state level data collected for the 

period 2004 to 2013. Different climatic conditions of seven agricultural based 

states data is studied and analysed to predict the impact of climate change on 

crop yield. Rasul G et al. [1] studied impact of sudden increase in 

temperature on yield of a crop. In his paper, he also studied the effect of 

sudden rise in temperature on country wide agriculture issues. Pratap S. 

Birthal et al. [4] also studied agriculture based countries like India, where 

agriculture land is limited but people are highly dependent on agriculture. In 

his paper, he also discussed about impact of natural calamities such as floods, 

cyclones on crop yield. These natural calamities will decrease the agricultural 

productivity, that in turn lead to food security issues. It is also suggested that 

countries need to improve their technological and financial capabilities to 

overcome the impact of climate change. Yunis H et al. [5] investigated that 

how bacteria grows in a particular temperature range and how the bacteria 

spoil the yield. He experimented on tomato crop and studied the impact of 
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bacteria on crop yield. He also studied the correlation between temperature 

and growth of bacteria. His research revealed that plant disease will spread 

in the temperature between 13 and 280C.  

III. Crop Yield Prediction 

Regression Anlaysis is a form of predictive modeling technique to find out 

the relationship between dependent and independent variables of the data. 

Three regression models [6]-[12] are used to predict crop yield namely 

Decision Tree Regressor, Random Forest Regressor, Gradient Boosting 

Regressor.  

A. Decision Tree Regressor (DTR). Decision Tree algorithm is one of 

the most widely used machine learning algorithm, due to the fact that it will 

work well with noisy or missing data and can easily ensembled to form more 

robust predictors. Decision Tree can be used both in classification and 

regression problem.  

Decision Tree Regression use Mean Squared Error (MSE) to decide to 

split a node in two or more sub-nodes. The attribute at root node will split the 

data into subsets and this process will continue up to leaf node or decision 

node reached. Attributes in the nodes are at different level in different 

decision trees. Weighted average (i.e. MSE*num_samples) of two new nodes 

is considered to find out the best split. Best split can be done based on trail 

and error method that means each and every attribute will tried and compute 

the score. This process will be repeated for all the nodes until stopping 

condition is met such as max_depth.  

B. Random Forest Regressor (RFR). Random Forest is an ensemble 

method that utilizes Decision tree algorithm. This method can be used for 

both regression task and classification task. A Random Forest uses multiple 

decision trees and performs averaging the prediction of trees. The following 

two points are core of the random forest algorithm.  

 Training samples are picked randomly.  

 Random subsets of features for splitting nodes.  

C. Gradient Boosting Regressor (GBR). Gradient Boosting 

Regressors (GBR) is an ensemble method that uses decision tree algorithm. 
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For each decision tree, it computes the difference between predicted value 

and actual value, called residual. Model will be trained in such a way that the 

residual should be minimum. In this way, model performance can be 

improved and produce good results.  

The parameter n_estimators is taken as 200 for this problem indicates 

number of trees in the forest. If n_estimators is more than the model can 

learn data in a better way. In contrary, if number of estimators increases, 

then the runtime of the algorithm is also increases. Here, the value of the 

parameter max_depth is 3 which is a default value for Gradient Boosting 

Regressor.  

IV. Experimental Setup and Dataset 

A. Experimental Setup. Crop Yield Prediction models were 

implemented in Google Colab which is a cloud based jupyter notebook. 

Python 3 is used as a programming language. To use regression algorithms 

like Decision Tree Regressor, Random Forest Regressor and Gradient 

Boosting Regresser, the popular library for machine learning- sklearn is used. 

2
R  score is computed using the function 2

R  score in the sklean. metrics 

library.  

B. Dataset. The Dataset for crop Yield Prediction is collected from Food 

and Agriculture Organization of the United Nations (FAOSTAT) website [13]. 

It offers national and international statistics on food and agriculture. The 

Yield dataset collected from FAOSTAT contains the attributes like Domain 

code, Domain, Area Code, Area, Element code, Element, Item Code, Item, 

Year code, Year, Unit, Value. The yield data is available from the year 1961 

to 2016.  

Rainfall has a dramatic effect on agriculture, so rainfall per year 

information was downloaded from the World Data Bank [14] in addition to 

average temperature for each country. The final data frame for average 

rainfall includes country, year and average rainfall per year. The 

temperature data is available from 1743 to 2013. Data for pesticides was 

collected from FAOSTAT. It is noted that the pesticides data available from 

1990 to 2016.  
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C. Dataset Gathering and Preprocessing. Crop Yield data is 

downloaded from FAOSTAT and the columns that won’t be of any use 

analysis such as Domain code, Domain, Area Code, Item Code, Year code are 

dropped from the dataset. Also the column Value is renamed as hg/ha_yield 

to make it easier to recognize that it is crop yield production value in 

Hectogram per Hectare. The final dataframe consists of only four fields such 

as country, item, year, hg/ha_yield. Merging all the three dataframes 

together, the year range will start from 1990 and ends in 2013, that is 23 

years worth of data.  

If the data is gathered from different sources and collected in raw format, 

then it is not feasible for analysis. Hence, one has to convert the raw data into 

clean dataset using data preprocessing techniques. The final dataset has two 

categorical columns such as Items, Countries. Because of many machine 

learning algorithms cannot operate on label data directly, those two columns 

are converted into numerical form using one hot encoding. Now, the dataset 

has 115 features which are highly varying in magnitudes. By applying 

minmax scalar, all the features of the dataset are in same scale that is [0, 1]. 

Finally, the dataset is split into training and testing data and the training 

data is a given as input to the machine learning algorithm. Now, exploring 

the relationships between the columns of the dataset, a good way to quickly 

check correlations among columns is by visualizing the correlation matrix as 

a heat map. It is evident from the heat map in Figure 1 that all of the 

variables are independent from each, with no correlations.  

V. Results and Discussion 

In order to measure the performance of these three regression models, 

the metric 2
R  score is used. The 2

R  score [15] is defined as the proportion of 

the variance in the dependent variable that is predictable from the 

independent variable. It is a statistical measure between 0 and 1 which 

calculates how similar a regression line is to the data it is fitted to. Another 

definition for 2
R  score is given using Equation (1).  

ianceVarTotal

elbylainedianceVarTotal
ScoreR

_

mod__exp__2
  (1) 



S. R. CHINTALAPUDI, C. S. KOPPIREDDY and V. K. GUBBALA 

Advances and Applications in Mathematical Sciences, Volume 20, Issue 11, September 2021 

2808 

  

Figure 1. Heat map that represents Correlation between features in the 

dataset. 

 

Figure 2. Comparison of three models (DTR, GBR, RFR) in terms of 

2
R score. 

If it is 100% the two variables are perfectly correlated that is with no 

variance at all. A low value would show a low level of correlation that 

indicates poor regression model. The most common interpretation of 2
R  score 

is how well the regression model fits the observed data. The final dataset is 

divided into Training set and Testing set in 70:30 proportion and given as 

input to the three algorithms such as Decision Tree Regressor, Gradient 

Boosting Regressor, Random Forest Regressor. The performance of these 

regression models is computed in terms of 2
R  score. The R2 score of Decision 

Tree Regressor (DTR), Gradient Boosting Regressor (GBR), Random Forest 

Regressor (RFR) is 0.96, 0.90 and 0.68 respectively and the results are 

depicted in Figure 2. From the results shown in Figure 2, Decision Tree 
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Regressor has the highest 2
R  score of 96%, Gradient Boosting Regressor 

comes second with 89%. For example, an 2
R  score of 70% says that 70% of 

the data fit the regression model. Generally, a higher 2
R  indicates a better 

fit for the model. From the obtained results, it’s clear that the model fits the 

data to a very good measure of 96%.  

VI. Conclusion and Future Scope 

In this paper, Machine learning Techniques are applied to solve one of 

the essential task in agriculture sector i.e. Crop Yield Prediction. Crop yield 

prediction models will help the farmers to take an appropriate decision 

regarding selection of crop to grow. Crop yield information and Pesticides 

information is collected from FAOSTAT, rainfall information and average 

temperature data is collected from World Data Bank. After merging the data 

from the different sources, one hot encoding is applied on Country and Item 

attributes to convert them into numerical form. To avoid varying magnitudes 

of the values scaling has been done on the dataset using Min Max Scalar. The 

final dataset is divided into Training set and Testing set in 70:30 proportion 

and given as input to the three algorithms such as Decision Tree Regressor, 

Gradient Boosting Regressor, Random Forest Regressor. The performance of 

these regression models is computed in terms of 2
R  score. The 2

R  score of 

Decision Tree Regressor (DTR), Gradient Boosting Regressor (GBR), Random 

Forest Regressor (RFR) is 0.96, 0.90 and 0.68 respectively. From the obtained 

results, it is clear that the Decision Tree Regression model fits the data to a 

very good measure of 96%. In future, the accuracy of the prediction can be 

further improved using deep neural networks and by adding additional 

features like soil information, solar information availability of other water 

resources and so on.  
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