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Abstract 

Cancer is leading cause of death. There are several types of cancers such as lung, breast, 

rectal, stomach and skin. According to World Health Organisation breast cancer is the main 

cause of death among women worldwide. Awareness of the disease, availing medical facilities 

for treatment and accurate diagnosis may save the lives of women. Among all screening 

techniques, mammography is most recommended technique by doctors and radiologists. 

Reading and analysis of mammogram is important part of treatment. Computer aided detection 

(CAD) techniques are used as a helping assistant for analysing mammograms. Mammograms 

are analysed for detection of calcifications, masses, architectural distortion and bilateral 

asymmetry. In this paper, mammogram is classified as normal or abnormal. Further abnormal 

mammogram is analysed for mass detection. Mass is classified as benign mass or malignant 

mass using Support Vector Machine classifier. 

1. Introduction 

According to World Health Organisation (WHO) cancer cases are 

increasing every year. Cancer cases and death statistics is shown in 

Table1. New cancer cases of Breast and lung are 11.6% which is more as 

compared to other cancer cases such as rectal and stomach in 2018. 

Number of deaths due to breast cancer are 6.6% worldwide [1]. Deaths 
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due to breast cancer can be reduced further by awareness and correct 

diagnosis. There are variety of imaging modalities like ultrasound, 

mammography, Magnetic Resonance Imaging and thermograph [2]. 

Mammography is widely recommended by doctors for screening of breast 

at the age of forty and above [3]. According to Breast Imaging Reporting 

and Data System (BIRADS), masses micro calcifications, architectural 

distortion and bilateral asymmetry are indicators of cancer on 

mammogram. Masses are of tumour like structure and micro 

calcifications are small spots of calcium. Micro calcifications are tiny 

spots where as area of mass is large than micro calcifications [4]. 

Cancerous mass is called as malignant and non cancerous mass is called 

as benign. Mass detection is based on their characteristics such as size, 

shape and boundary. Generally benign masses are circle shaped and 

malignant masses are having irregular shape with rough boundary. 

Masses may hide in dense tissues which cannot be visualised by human 

eye. To improve the detection rates CAD techniques are used. Image 

processing is used in the CAD techniques for various steps involved in it 

[5]. 

Table 1. Cancer statistics of year 2018[6]. 

1.1 Related work: 

Detection of mass is based on variation in characteristics of benign and 

malignant masses. Shape of mass is one of the key features for mass 

detection. Some of the shape features considered to distinguish between 

benign and malignant mass are major axis length, perimeter, 

eccentricity, solidness, orientation, bounding box, extent, convex area, 

filled area, pixel list and Euler number, continuity, curvature, irregularity, 

Type of cancer Cancer cases (Lakh) Deaths due to cancer (Lakh) 

Lung 20.9 176,61,007 

Breast 20.9 6,27,000 

Rectal 18 8,62,000 

Stomach 10.3 7,83,000 
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eccentricity, circularity and circular density [7, 8, 9, 10]. Geometrical shape 

features such as compactness, Normalized Distance Moment, 

compactness, Normalized Radial Length, Fourier Features and relative 

gradient orientation based features are used for classification of benign 

and malignant masses. Normalized distance moment is zero for smooth 

circular shape and increases with roughness. Compactness gives value 

zero for circle and one for irregularity [11]. Another approach for shape 

determination is calculation of luminance variation from border towards 

centre [12]. Further boundary of region of interest is considered for mass 

detection with the features such as mean of kurtosis, standard deviation, 

mean of entropy, standard deviation entropy of wavelets and Gradient 

texture features [13]. Along with shape and boundary of masses texture 

features are instrumental in detection of malignant masses. Texture 

features are broadly classified as statistical, structural and spectral. 

Statistical texture features are computed by Gray Level Co occurrence 

Matrix (GLCM) [14]. To improve the accuracy of detection combined 

GLCM and optical density features are extracted [15]. BIRADS 

classification is referred by radiologists for detection of breast cancer. 

Masses are classified in 2, 3, 4 and 5 class as per BIRADS classification 

scheme on the basis of textural features. BIRADS 2 denotes that mass is 

100% benign. BIRADS 3 stands for abnormality but probably benign, 

BIRADS 4 stands for biopsy recommended (10 to 50% malignant) and 

BIRADS 5 stands for 98% malignancy [16]. Further abnormality patient 

age, assessment rank and subtlety value are selected as features along 

with shape, margin and density features for detection of masses [17]. In 

our proposed work we have developed user friendly graphic user interface 

based mass detection system. The system initially classifies input 

mammogram as normal or abnormal. Further mass is detected on 

abnormal mammogram and classified as malignant or benign mass. 

2. Proposed Work 

Mass and micro calcifications are the two prominent signs of breast 

cancer. Mass detection is challenging for dense breasts. Mass detection is 
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carried out by pre-processing, segmentation, feature extraction and 

classification as shown in figure1. 

 

 

Figure 1. Flow of mass detection using CAD. 

Mammography is a low x ray dose image with poor contrast, noise 

and labels. In pre-processing stage input image is converted to gray scale 

and unnecessary parts such as labels and noise on mammogram is 

removed. In this paper histogram equalization is used for image 

enhancement. Histogram equalization distributes gray levels uniformly 

throughout the image. Histogram equalization is given by equation 1. 

 ,kk rTS   (1) 

Where kS  is equalized processed image, T is transform, r is input image 

and k is intensity range. Boundary extraction is given by equation 2. Pre-

processed image A is first eroded with structuring element B. Eroded 

image is subtracted from image A [18]. 

   .BAAA   (2) 

 
(a)                           (b)                    (c)       

Figure 2. Mass detection steps using CAD (a) Input image (b) Pre-processed 

image (c) Segmented image. 
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Mass intensity values are different than normal breast tissues 

therefore thres holding technique is used for segmentation [19]. 

Segmentation is carried out by using multi threshold technique and 

resulted image is as shown in figure 2c). GLCM, Statistical and DWT 

features are extracted from segmented image. L. D. is low pass and H. D 

is high pass filter in Discrete Wavelet Transform. Columns are down 

sampled first and then rows are down sampled. Decomposition of DWT is 

as shown in figure 3.  

 

Figure 3. Decomposition of Discrete Wavelet Transform. 

DWT decomposition is resulted into four matrix coefficients. CA is 

approximation coefficient matrix where as CDh, CDv and CDd are 

horizontal, vertical and diagonal coefficients matrices. CA contains 

maximum information which is further decomposed by db4 and 

decomposition is carried out till third level [20]. Principal Component 

Analysis (PCA) is used for dimensionality reduction of resulted matrix 

coefficients of DWT. There are fourteen GLCM features determined by 

Haralick. Here only four features are extracted as texture features such 

as contrast, correlation, homogeneity and energy [21]. Other nine 

extracted features are mean, standard deviation, variance, entropy, root 

mean square, smoothness, skewness and inverse difference moment. 

Mass is classified as benign or malignant based on these extracted 

features. There are many classifiers available such as support Vector 

Machine (SVM), K-Nearest Neighbour (KNN), decision tree and random 

forest. Here SVM is used for classification of masses. SVM analyses large 

classification data. Data is separated in two classes by creating hyper 

plane in high dimensional space. Margin between the classes must be 

large so that generalization error will be less. The performance of SVM 
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largely depends on the kernel and discriminant function which is given 

by equation 3. 

    .,
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Support vectors are denoted by ,ix  total number of support vectors is 

Ls, and Class is indicated by id  [22]. Mass detection is evaluated by 

Accuracy [23] which is represented by equation 4. 

.
FNFPTNTP

TNTP
Accuracy




  

Where TP, TN, FP, FN stands for true positive, true negative, false 

positive and false negative respectively. SVM classifies the mammogram 

as normal or abnormal. Abnormal mammogram is analysed for mass 

detection. Mass is detected and classified as benign or malignant mass 

with 80% accuracy. 

Conclusion 

Database consists of total 25 mammogram images. SVM classifier is 

used for classification of mass as benign or malignant with the help of 

thirteen features. Graphic User Interface is designed for user friendly 

access and proper visualisation of each step of proposed algorithm. 

Proposed system achieved 80% accuracy. In future work large database 

will be used for better accuracy. 
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