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Abstract 

Abstract- In literature the “Software-Reliability” of a product is assessed by software 

growth models (SRGMs). In research, software reliability is considered as the essential 

parameter by which the quality of the software can be measured. So in present scenario, most of 

the software development and service oriented companies are bound and trying to provide high 

reliable software to gain confidence and sustainability in the market. Multiple Software growth 

models are present in literatures however most of them does not works across different 

environments. Selection of optimal model is of utmost importance, in this paper the concept of 

convolutional neural networks is used to predict and select the most optimal growth model for 

the environment.  
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I. Introduction 

In terms of English the term “Software Reliability”, is characterized as 

the capacity of the software to withstand and works with no failure. In 

Literature, several software growth models have been proposed with the only 

intension of measuring the reliability of the software. These models are 

highly available that often raises a question that, “Is every model is able to fit 

every dataset?”. So to answer this question, an inclusive and detail analysis of 

software-reliability growth model is required.  

The main challenge for every software engineer is to develop high quality 

software for that; the developed software has to pass through a sequence of 

tests which declare that how sustainable the software is and its quality. The 

main limitation of any quality software is occurrence of faults which degrade 

the quality and makes the software unreliable that may not meet the 

customer requirements and satisfaction.  

Several parameters were employed to find the number of faults with the 

working software growth model; one such type of parameter is mean time to 

failure and another parameter is cumulative distribution function. Based on 

this analysis these SRGMs are classified as Parametric [1] and Non 

parametric [2, 3] models. Since 1972, the failure occurrences were evaluated 

during the testing phase and then the reliability assessment could be 

announced. Many of the traditional SRGMs assessment was relied on mean 

value function and this function would be Exponential-growth [4], S-Shaped 

Growth model [5], this may be both [6] [7]. Apart from these, it becomes 

difficulty for the managers to choose the most suitable software-reliability 

growth model for project development cycle. For instance, managers assess 

the reliability with a growth model for the past information and then use the 

assessment criterion for the model to make a decision of choice. However, the 

estimation results that were obtained from the past data may not guarantee 

the future data values which may be differed from actual software project 

data. In this paper, mathematical analysis of convolutional network is 

designed for the selection of most suitable reliability growth model. This 

analysis includes multiple numerical analysis, examples that uses the fault 

data and some synthetic software fault data. 
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II. Related Works 

In this part a concise survey of literature on reliability assessment of 

SRGMs were presented.  

In [8], a combination of genetic algorithm and bagging algorithm was 

proposed by Wahono and others. In this work they have employed the genetic 

algorithm for feature selection and bagging algorithm for solving the problem 

of class imbalancing. I this work, the authors have applied the model on 

NASA dataset and compared the outcomes with conventional binary 

classifiers like SVM, DT and Neural Networks. From the experimental 

results that were obtained shows that there is a considerable improvement in 

the prediction and a score of 89.9% was attained with SVM.  

In [9] Wang others have ensemble the feature rankings technique and 

compared it to filter based ranking techniques. This includes some statistical 

parameters like gain-ratio, Gain and the models were built with logistic 

regression, SVM and KNN classifiers. For this investigation, the authors 

have considered three datasets from PROMISE data repositories. The 

outcomes acquired uncover that the group approach has the improved 

exhibition when analyzed against singular rankers.  

In [10], Li and others have proposed, defect detection with CNN. In this 

work, the authors have the structural and statistical features of the program 

and that were trained automatically to the classifier. In this analysis they 

have considered four phases which are abstract syntax and are utilized to 

extract the tokens which are encoded into some numerical values. In later 

stages of the approach these are combined and processed to a CNN where 

they are combined with traditional defect predictive feature set. At conclusive 

stage a logical regression was used to choose whether the code files are 

having bugs or not. In these experiments it was demonstrated that the 

proposed CNN provided extensive improvement when tried on seven open 

source projects  

A prediction model was developed to learn the features automatically 

which was proposed by Dam et al. in [11]. This work aims to use the source 

code for predicting the defects, in this work the authors have used a chain 

like structure similar to tree branches and employed LSTM (Long Short Term 
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Memory) network that expects to coordinate the best abstract syntax branch. 

This function is able to detect the defectives automatically whether it may be 

within the project or in some other different project.  

III. Background 

Several Software-Reliability growth models have been developed and 

applied for the projects to assess the quality of it, thereby providing a quality 

based software as a part of quality management and testing process control of 

the project development Cycle. To facilitate this, parameters like mean-value 

function is employed to detect the faults during an interval of [0 t]. In this 

section, few SRGMs that are related to the current work were discussed. 

(1) Exponential Non Homogeneous Poisson Process Model 

   bteatE  1  (1) 

(2) Delayed S-Shaped Non-Homogeneous Poisson Process Model 

     btebtatS  11  (2) 

(3) Logarithmic Poisson Execution Time Model 

   1ln
1

0 


 tt  (3) 

(4) Exponential Stochastic Differential Equation Model 

   
t

a
bt

g eatSDE 2

2
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

  (4) 

(5) S-Shaped Stochastic Differential Model 

     
t

g
bt

s ebtatSDE 2

2

11


  (5) 

In all the above equations from 1 to 5 term ‘a’ represents the number-of-

inherent faults, ‘b’ represents the fault-detection-rate per unit time λ0 

represents the inherent failures, ‘θ’ is the reduction rate, a σ is defined as a 

positive constant representing the magnitude with irregular fluctuations. 
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IV. Convolutional Neural Networks for Optimal Growth Model 

Selection 

To build up an exceptionally reliable Software System; certain factors are 

to be considered during the testing phase like  

(i) c1: Cost per fault 

(ii) c2: Cost per unit time  

(iii) c3: maintenance cost per fault  

So, the Software cost can be mathematically formulated as 

    211 ctHctC   (6) 

In the above equation the term “  tH ” represents the mean value 

function of the employed SRGM. From the above analysis the total expense 

for the maintenance of the software can be mathematically represented as 

    tHactC  32  (7) 

From the above 6 and 7 equations the total estimated software cost will 

be given as 

     tCtCtC 21   (8) 

By minimizing the “t” in  tC  of equation (8), the optimum release time 

can be given. 

The weights in the sensory layer of the network is represented as 

 jjIIwij ,,2,1;,,2,11    where thi  sensory unit and 
thj  association 

layer and the connection weights are termed as 

 Kkjjwij ,,2,1;,,2,11    for 
thj  unit and thk  unit of response 

layer. The input for the sensory layers are ix  and the outputs are iy  when 

these are applied with detected faults per unit time .iN   

Considering all above limitations for the software reliability model then 

the accompanying amount of information as parameters  IIi ,2,1  to 

the input data  .,,2,1 Iixi   
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 Akaike’s Information estimated values  

 Mean square error estimation  

 Estimation of all the parameters of the model  

 Estimation is carried out for 25%, 50% and 75 % of the faults for 

the considered datasets  

So the rules for input-output for each layer is given as  

 




I

i

iijj xWfh

1

1  (9) 

 




J

j

jjkk hwfy

1

2  (10) 

Thus, in this work a multi layered back propagation neural network is 

considered to learn the interaction among the input and output [12].So, an 

error function is formulated and given as  

 




K

k

kk dyE

1

2

2

1
 (11) 

In this work to analyze the output values; different models like 

exponential NHPP models and others mentioned in section 3 are considered. 

The number of ‘i’ sensory units is 37 and 5 models, so in this analysis a total 

of 5 models with two growth models are taken. The estimation results with 

90% of faults and 80% of faults were tested and the analysis is shown in later 

sections. From the investigation, it very well may be affirmed that the model 

is best fitted for the past data and isn’t generally fitted for future predictions. 

So the problems arise for the managers to opt the most suitable model that 

could able to detect the faults accurately  

V. Test Analysis 

This section presents the estimated results that were obtained with 

optimal model using traditional network and convolutional network. These 

analysis are shown in the tables 1 and 2, so from the investigation it is 
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discovered that estimated recognition rates with convolutional network 

accomplishes better accuracy than that of conventional neural network. In 

this analysis, the assessment results depend on convolutional network 

accomplish more recognition rate even for 80% flaw dataset altogether higher 

than conventional network.  

 

Figure 1. Performance analysis for the estimation of faults for Software 

project: 1. 

 

Figure 2. Performance analysis for the estimation of faults forSoftware 

project: 1. 

Table 1. Performance comparison of prediction accuracy for 90% fault data. 

Most Suitable Traditional 

Network 

Convolution  

Network 

NHPP Exp-SDE Exp-NHPP 

SDE Exp-SDE SDE 

SDE Exp-SDE NHPP 
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Table 2. Performance comparison of prediction accuracy in percentage for 

traditional and convolutional networks. 

Percentage of Fault Data  Traditional Network RR Convolutional Network RR 

90% 0 68% 

80% 67% 83% 

RR: Recognition Rate  

 

Figure 3. Performance comparison of network for different size of fault data.  

VI. Conclusions 

This work focuses on proposing a learning model for the optimal selection 

of SRGM for software development projects. This work aims to design a 

customized convolutional network for decision making of selecting an 

appropriate model for the given dataset of faults. This is mainly due to the 

difficulty in selecting a model based on the past data for the current working 

projects. So in this paper the convolutional network performance is compared 

against the traditional neural network and found that the network could able 

to attain higher accuracy of detecting the faults than earlier network.  
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