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Abstract 

Now-a-day, neural networks are used in many areas such that data or image classification, 

recognition, and many more other fields. To better achieve the results, we use activation 

functions (AF) in the neural network. We don’t directly apply any AF to the network. The right 

choice of AF is most necessary for achieving better accuracy. The main aim of this research is to 

find out if the exponential activation function (AF) is always better than the non-exponential 

AF. Therefore we have taken elliotsig (non-exponential AF) and compared it with tansig, logsig, 

and softmax (exponential AFs) with the help of two datasets. We have also presented the 

limitations and advantages of these AFs. These four AFs are generally used in many types of 

neural network such as a pattern network. For this analysis, we have made a pattern network. 

In this network, we have taken a tansig, logsig, elliotsig, or softmax activation function in the 

hidden layer and a softmax activation function in the output layer. With the help of this 

network, we have found some advantages of non-exponential AF over exponential AFs. The first 

advantage is that at the lowest hidden neuron size elliotsig (non-exponential) AF may achieve a 

better result compared to the tansig and logsig activation function. The second advantage is 

that when we consider only accuracy parameters with respect to epochs, then also elliotsigmay 

achieve better results. The third softmax activation function is not acceptable in the hidden 

layer. We have tested these results on the iris dataset and the cifar-10 dataset. In the case of 

the iris dataset, elliotsig has achieved100% accuracy at the lowest hidden neuron size (21 

hidden neuron size) and 30 epochs. In the case of cifar-10 dataset, elliotsig has achieved 90.3% 

accuracy at 101 hidden neuron size and 26 epochs. Thus we can say that in some cases non-

exponential AFs show better results. But, the major drawback of non-exponential (elliotsig) AF 

is that it is less useful for the very complex and big datasets 
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1. Introduction 

Clustering, classification, image recognition, etc. are major areas of 

Artificial Neural Network (ANN). ANN is inspired by the biological human 

brain [1, 2]. There are mainly three layers of ANN. They are an input layer, 

an output layer, and one or more hidden layers. The learning process is an 

important part of training a network. We train the network with the help of 

two manners. They are supervised learning, and Unsupervised learning. In 

the case of the supervised learning process, all the targets are given for 

recognition and classification after then we train the network. But in the case 

of the unsupervised learning process, we make only clusters because desired 

output has not been given. In this paper, we have taken a Pattern Network, 

which is a type of supervised learning process. The Pattern Network is used 

for the recognition and classification of images or data. 

In the field of the neural network, the Single-layer neural network was 

given by Rosenblatt (1958). But this network is a limited function such as to 

the classification of linear patterns only. Then Widrow and Hoff’s (1960) had 

given ADALINE and LMS algorithms. But this algorithm is based on a Single 

Linear Neuron with adjustable weights, which limits the computing power of 

the algorithm. To remove the limitations of the perceptron and the LMS 

algorithm another network comes that is called Multilayer Perceptron, which 

is given by Minsky and Papert (1996). Of course, multi-layer neural networks 

are more powerful than Single-layer networks [3]. Training of multilayer 

perceptron is known as the back-propagation algorithm, which also includes 

the special case of LMS (provided by Widrow and Hoff). With the help of the 

back propagation technique, Mrs. A. Sekhon and P. Agarwal achieved 86% 

accuracy in 28462 iterations [4]. V. Bihday, V. Brygilevych, Y. Hychka, Z. 

Liubun, N. Pelypets, and V. Rabyk [5] recognized handwritten images using 

Multilayer Neural Network. The Multilayer Neural Network has also been 

used for denoising the image [6]. R. Achkar, M. Owayjan, B. Harajli, D. 

Khazaal, M. Dbouk, and G. Magnifico [7] classify Brain tumors using Back 

Propagation Algorithm in Multilayer Perceptron (MLP). W. D. N. Pacheco, 

and F. R. J. López used the K-NN algorithm with the MLP neural network 

for tomato color classification and got good performance [8]. Some authors 

used Support Vector Machine (SVM), K-Nearest Neighbor (K-NN), and 

Multilayer Perceptron Neural Network (MLPNN) for the classification of 
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images. H. I. Dino and M. B. Abdulrazzaq got a recognition rate of 93.53% 

with SVM, 82.97% with MLP classifier, and 79.97% with KNN classifier [9]. 

With the help of pattern net, A. Yousaf et al. [10], trained 19422, English 

alphabets samples and 7720 digits samples that are written through 150 

different writers in various styles of handwriting and achieves 95.69% 

precision without using conventional feature extraction techniques. A. 

Panyafong, N. Neamsorn, and C. Chaichana developed ANN with the help of 

tansig and logsig for heat load calculation [11]. T. Hossain, F. S. Shishir, M. 

Ashraf, M. A. Al Nasim, and F. M. Shah classify the brain using Multilayer 

Perceptron(MLP)with the help of tansig [12]. Some other applications of ANN 

are: Early Prediction of Breast Cancer [13], leakage detection and water loss 

management of urban water supply network [14], Classification of 

Agricultural Leaf Images [15], Classification of Tobacco Leaf Pests [16], 

Image compression with VGG16 [17], Garbage Recognition and classification 

[18], Facial Emotion Recognition [19], Human Action Recognition [20], 

Prediction of chloride diffusivity in concrete [21], improve salient object 

detection [22], prediction of covid-19 patient [23, 24, 25], stock price pattern 

classification and prediction [26, 27, 28], and network traffic classification 

[29].  

2. Methodology 

Figure 1(one) is an example of the Pattern Network. Pattern network is 

also called Multi-layer Feed forward Neural Network (MLFFNN). In this 

figure number of inputs is 4. Suppose y is input and initial weight is w and b 

is bias, then local induced output   nvj  at jth neuron is found by equation 

(1).  
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Figure 1. Sample of the pattern neural network. 

This network is made with the help of the iris dataset. In this network, 

the numbers of inputs are 4. Tansig function is used in the hidden layer and 

softmax function is used in the output layer. The numbers of outputs are 3.  

If activation function is  ,  then output is found by equation (2).  

    nvny jjj    (2) 

Activation functions are classified into two parts. They are Linear 

function and Non-linear function. The linear function is provided by 

McCulloch and Pitts in 1943 [1, 2, 26]. McCulloch and Pitts provided logical 

function. The linear activation function is mostly used for linear separability 

types of problems. For example, in the Hard limit function if input 

  zero0n  then output (a) is  zero0  otherwise output (a) is 1(one). In 

Symmetrical Hard limit function if input   zero0n  then output (a) is -

1(neg. one) otherwise output (a) is 1(one). All the linear function is not more 

useful for non-separability problems. For non-separability problems, we use 

logsigmoid, tansigmoid, Elliot symmetric sigmoid transfer function (elliotsig), 

softmax, and some other non-linear activation functions. 

In logsigmoid function, if n is input then output (a) is found by equation 

(3).  
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In tansig function, if n is input then output (a) is found by equation (4).  
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In elliotsig transfer function, if n is input then output (a) is found by 

equation (5).  

 n

n
a




1
  (5) 

In softmax function, if n is input then output (a) is found by equation (6).  

 
  nsum

n
a

exp

exp
   (6) 

Here, soft means softmax is continuous and differentiable [27]. Softmax 

function is now mostly used for the output of the classifier [27]. 

After completing the design of the networks, we train this network. There 

are two phases of training [2]: 

A. Forward phase: In this phase layer-by-layer, the synaptic weights of 

the network are calculated, and the input signal is propagated through the 

network until we reach the outputs.  

B. Backward phase: Error is calculated with the help of equation (7).  

   output inducedtargetgiver error    (7) 

This error is again propagated through the network [layer by layer] by 

the backward direction. Again, we calculate the synaptic weight and bias. 

In this paper, we have used Scaled Conjugate Gradient (SCG) during 

optimization of the network, because the SCG algorithm is based on 

conjugate directions [28]. C. B. Khadse, M. A. Chaudhari, and V. B. Borghate 

showed that the SCG gave a better result than the Conjugate gradient 

descent (CGB), Levenberg_Marquardt (LM), Bayesian regularization back 

propagation (BR), Gradient descent with momentum (GDM), and GDM with 

adaptive learning rate (GDX) [29]. R. P. F. Amaral, M. V. Ribeiro, and E. P. 

Aguiar proved that SCG is considerable faster than the BP, CGL and BFGS 

[30]. N. Aburaed, S. Atalla, H. Mukhtar, M. Al-Saad, and W. Mansoor used 

SCG in a neural network for optimizing indoor positioning systems [31]. After 

completing the training process, we update weight and bias with the help of 

equations (8) and (9):  

jioldnew www   (8) 
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 errorwb boldnew   (9) 

where, weight correction     .nyerrernw iji   Here,  is the 

learning rate parameter. 

Relu [32], LeakyReLU [33], PReLU [34], swish [35], SReLU [36], 

PReLU[37]AFs are generally used in CNN and Deep ANN where we use 

GPU. All of these AFs are less useful for LSTM and some other networks. So, 

in this paper, we have shown a comparative analysis of only classical AFs.  

3. Experiments 

We have done this experiment on MATLAB (2021a) and window 11.  

3.1. Data Acquisition. We have taken two types of datasets for this 

research. First of all, we have taken the iris dataset (figure 2). This dataset 

contains150 data of setosa, vericolor and virginica. Secondly, we have taken 

cifar-10 dataset. The cifar-10 dataset contains of 60000 3232  color images 

in 10 classes [18]. But we have taken three classes. They are airplanes, cars, 

and cats (figure 3). We have taken 100 images of each class. In this way, we 

have taken a total of 300 images. 

 

Figure 2. Sample of the iris dataset. 

This dataset contains 150 data of setosa, vericolor and virginica. 
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Figure 3. Figure (a), (b) and (c) are sample images of cipher_10 dataset. 

The cifar-10 dataset contains of 60000 3232  color images in 10 classes. 

But we have taken three classes. They are (a) cars, (b) cats, and (c) airplanes. 

We have taken 100 images of each class. In this way, we have taken a total of 

300 images. 

3.2. Procedure. We have done the following steps (figure4):  

Step 1: We have taken both datasets.  

Step 2: In the case of the image dataset (cifar-10), we have done some pre-

processing on it. In this process, firstly we convert RGB images into gray 

images, secondly, we have done enhancing operation on these images and 

lastly, we have done double operation on these images.  

Step 3: After that, we have taken the initial weight and bias value for the 

network.  

Step 4: Then we have divided the datasets into three parts. We have 

divided all the datasets as training set=80%, validation set=10%, and testing 

set=10% 

Step 5: Now we have taken the target data. In this research, we have 

taken three targets for the iris and cifar-10 datasets. The entire targets have 

been put into the output of the layer.  

Step 6: In the first layer of the network, we have taken the size of input 

4s  for the iris dataset, and the size of input  32321024 s  for the 

cifar-10 dataset. In the second layer of the network (i.e. hidden layer), we 

have tested the performance of the network on 21, 41, 61, 81, and 101 hidden 

neurons size (n). After that, we have used different types of activation 

functions (here in this research, we have applied logsig, tansig, elliotsig, and 
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softmax functions). In the third layer (i.e. output layer) we have taken three 

output values for both (iris dataset and cifer-10 dataset), we have initialized 

the weights and the biases, and then have applied the softmax function. 

Step 7: We have taken some iterations (epochs) for proper assigning of 

weights and bias. In this research, we have taken a maximum of 1000 epochs 

value. 

Step 8: After that, we have trained this network. 

Step 9: We have stopped the training when we have found stopping 

criteria. 

After completing the above process, we have gotten the exact weight and 

bias of the network for both layers. At last, we have achieved the final epochs 

and accuracy of the network. All these final epochs and accuracies are shown 

in the tables from 1 to 8. 

 

Figure 4. Methodology of this experiment. 
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4. Results 

After completing the training of this network on 21, 41, 61, 81, and 101 

hidden neurons size, we have found the following results:  

 In the case of the iris dataset (table 3), when the number of hidden 

neurons is smaller  ,21n  the elliotsig activation function has 

achieved 100% accuracy. But, at the same number of hidden neurons 

and at the same dataset, logsig and tansig activation function shave 

achieved 98% accuracy (table 1 and table 2), and softmax activation 

function has achieved 96.7% accuracy (table 4).  

Similarly, in the case of cifar-10 dataset (table 7), when the number of 

hidden neurons is smaller  ,21n  the elliotsig activation function has 

achieved 88.3% accuracy. But, at the same number of hidden neurons and at 

the same dataset, logsig activation function has achieved 75% accuracy (table 

5), the tansig has achieved 81.3% accuracy (table 6) and the softmax 

activation function has achieved 50.3% accuracy (table 8).  

This means we say that if the number of hidden neuron sizes is less, then 

the elliotsigmay achieve better results. (This result is also shown in figures 5 

and 6). 

Table 1. Different Epochs and Accuracy value on different hidden neurons 

size obtained with the help of logsig activation function of iris dataset. 

S.N. Hidden neuron 

size 

Epochs Accuracy 

(%) 

1 21 21 98.0 

2 41 25 98.7 

3 61 26 98.7 

4 81 19 96.0 

5 101 30 98.7 
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Table 2. Different Epochs and Accuracy value on different hidden neurons 

size obtained with the help of tansig activation function of iris dataset. 

S.N. Hidden neuron 

size 

Epochs Accuracy 

(%) 

1 21 19 98.0 

2 41 25 98.7 

3 61 20 99.3 

4 81 17 97.3 

5 101 23 99.3 

Table 3. Different Epochs and Accuracy value on different hidden neurons 

size obtained with the help of elliotsig activation function of iris dataset. 

S.N. Hidden neuron 

size 

Epochs Accuracy 

(%) 

1 21 30 100 

2 41 34 98.7 

3 61 21 98.7 

4 81 15 98.7 

5 101 25 99.3 

Table 4. Different Epochs and Accuracy value on different hidden neurons 

size obtained with the help of softmax activation function of iris dataset. 

S.N. Hidden neuron 

size 

Epochs Accuracy 

(%) 

1 21 20 96.7 

2 41 20 97.3 

3 61 32 98.7 

4 81 23 98.0 
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5 101 24 98.7 

Table 5. Different Epochs and Accuracy value on different hidden neurons 

size obtained with the help of logsig activation function of cifar-10 dataset. 

S.N. Hidden 

neuron size 

Epochs Accuracy 

(%) 

1 21 14 75.0 

2 41 14 58.7 

3 61 15 61.0 

4 81 17 84.0 

5 101 19 79.0 

Table 6. Different Epochs and Accuracy value on different hidden neurons 

size obtained with the help of tansig activation function of cifar-10 dataset. 

S.N. Hidden neuron 

size 

Epochs Accuracy 

(%) 

1 21 16 81.3 

2 41 15 75.0 

3 61 6 36.7 

4 81 25 88.0 

5 101 23 87.3 

Table 7. Different Epochs and Accuracy value on different hidden neurons 

size obtained with the help of elliotsig activation function of cifar-10 dataset. 

S.N. Hidden neuron 

size 

Epochs Accuracy 

(%) 

1 21 22 88.3 

2 41 22 88.7 

3 61 16 72.3 
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4 81 18 86.3 

5 101 26 90.3 

Table 8. Different Epochs and Accuracy value on different hidden neurons 

size obtained with the help of softmax activation function of cifar-10 dataset. 

S.N. Hidden neuron 

size 

Epochs Accuracy 

(%) 

1 21 9 50.3 

2 41 11 49.3 

3 61 11 56.3 

4 81 8 46.0 

5 101 8 53.7 

 In the case of the iris dataset (figure 7), elloitsig has achieved 100% 

accuracy and in the case of the cifer-10 dataset (figure8), elloitsig has 

achieved 90.3% accuracy. This means we say that when we consider 

only accuracy parameters with respect to epochs, then the elliotsig 

activation function may achieve better results. 

 

Figure 5. Accuracy on a different number of hidden neuron sizes and 

activation functions was achieved with the help of iris dataset. 
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Figure 6. Accuracy on a different number of hidden neuron sizes and 

activation functions was achieved with the help of cifar-10 dataset. 

 

Figure 7. Accuracy on a different number of Epochs and activation functions 

was achieved with the help of iris dataset. 

 

Figure 8. Accuracy on a different number of Epochs and activation functions 

was achieved with the help of cifar-10 dataset. 
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In the case of the cifar-10 dataset (table 8), the accuracies are 50.3%, 

49.3%, 56.3%, 46.0%, and 53.7% have been achieved with the help of softmax 

activation function. This accuracy is not acceptable. So, we can say softmax 

activation function is not acceptable in the hidden layer. 

5. Discussion 

Every activation functions have some properties. Some of these properties 

are: 

(i) Nonlinear: With the help of equations (3), and (4) we can say that the 

tansig and logsig A Fsuse the exponential functions. But from equation (5) we 

can say elliotsig does not use the exponential function. The exponential 

function is more suitable for a nonlinear problem. But predication speed 

happens slowly in the case of tansig and logsig AFs due to the use of 

exponential function and predication speed in elloitsig happens fastly due to 

not uses the exponential function. 

(ii) Range and Shape: The range of tansig and elloitsig AFs are (-1, 1), 

and the range of logsig AF is  .1,0  All these ranges are finite ranges. So in 

the case of pattern recognition, these AFs will show more stability. The shape 

of these activation functions is ‘S’ (figure 9). 

(iii) Continuously Differentiable: These AFs are a continuously 

differentiable function (figure 10).The differentiation of tansig is equation 

(10), logsig is equation (11) and elliotsig is equation (12). So, we may use 

these AF in the gradient-based Optimization method.  
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(iv) Zero-Centered: The tansig and elliotsig AFs are a zero-centered 

activation function. The logsig is not a zero-centered activation function. 
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Every AF has some limitations. The logsigmoid, elliotsig, and tansig AFs 

have a finite range, due to this reason for very high or very low value of 

inputs; there is almost no change to prediction. This problem is also called the 

vanishing gradient problem. These AFs may show slow convergence. 

 

Figure 9. Plot of tansig, elliotsig and logsigmoid activation function. 

 

Figure 10. Plot of differentiation of tansig, elloitsig, and logsigmoid 

activation functions. 

6. Conclusion and Future Scope 

The main aim of this paper is to find out if the exponential activation 

function (AF) is always better than the non-exponential AF. We have taken 
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three exponential activation functions (tansig, logsig and softmax) and one 

non-exponential activation function (elliotsig). So, first of all, we have 

explained the neural networks and their usage. After that, we have taken a 

pattern network and explained its working function. After that, we have 

explained all these AFs and their properties. Then we have donean 

experiment on our made pattern network. In the discussion part, we have 

shown that the tansig and elliotsig AFs are a smooth S-shape, bounded range 

 ,1,1  continuously differentiable, and zero centered function. The 

logsigmoid AF is a smooth S-shape, bounded range  ,1,0  and continuously 

differentiable function. Vanishing gradient and slow convergence are two 

limitations of these AFs. We have shown some advantages of elliotsig AF 

upon the tansig and logsig activation function. The first advantage is that at 

the lowest hidden neuron size elliotsigmay achieve a better result compare to 

the tansig and logsig activation function. The second advantage is that when 

we consider only accuracy parameters with respect to epochs, then also 

elliotsigmay achieve better results. The third softmax activation function is 

not acceptable in the hidden layer. We have done this experiment with the 

help of two datasets. They are the iris dataset and the cifar-10 dataset. In the 

case of the iris dataset, elliotsig has achieved 100% accuracy at the lowest 

hidden neuron size (21 hidden neuron size) and 30 epochs. In the case of 

thecifar-10 dataset, elliotsig has achieved 90.3% accuracy at 101 hidden 

neuron size and 26 epochs. Thus we can say that in some cases non-

exponential AFs show better results. But, the major drawback of non-

exponential (elliotsig) AF is that it is less useful for the very complex and big 

datasets. Future work may be considered for elliotsig or modified elliotsig 

activation function in the pattern network for better accuracy. 
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